Abstract. — The Cremona group is the group of birational transformations of the plane. A birational transformation for which there exists a pencil of lines which is sent onto another pencil of lines is called a Jonquières transformation. By the famous Noether–Castelnuovo theorem, every birational transformation $f$ is a product of Jonquières transformations. The minimal number of factors in such a product will be called the length, and written $\text{lgth}(f)$. Even if this length is rather unpredictable, we provide an explicit algorithm to compute it, which only depends on the multiplicities of the linear system of $f$.

As an application of this computation, we give a few properties of the dynamical length of $f$ defined as the limit of the sequence $n \mapsto \text{lgth}(f^n)/n$. It follows for example that an element of the Cremona group is distorted if and only if it is algebraic. The computation of the length may also be applied to the so called Wright complex associated with the Cremona group: This has been done recently by Lonjou. Moreover, we show that the restriction of the length to the automorphism group of the affine plane is the classical length of this latter group (the length coming from its amalgamated structure). In another direction, we compute the lengths and dynamical lengths of all monomial transformations, and of some Halphen transformations.
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Finally, we show that the length is a lower semicontinuous map on the Cremona group endowed with its Zariski topology.

RÉSUMÉ. — Le groupe de Cremona est le groupe des transformations birationnelles du plan. Une transformation birationnelle pour laquelle il existe un pinceau de droites envoyé sur un autre pinceau de droites est appelée transformation de Jonquières. D'après le célèbre théorème de Noether–Castelnuovo, chaque transformation birationnelle $f$ est le produit de transformations de Jonquières. Le nombre minimal de facteurs dans un tel produit sera appelé la longueur de $f$ et noté $\text{lgth}(f)$. Même si cette longueur est assez imprévisible, nous donnons un algorithme permettant de la calculer, qui dépend seulement des multiplicités du système linéaire de $f$.

Entre autres applications, nous donnons quelques propriétés de la longueur dynamique de $f$, définie comme étant la limite de la suite $n \mapsto \text{lgth}(f^n)/n$. Il s'ensuit par exemple qu’un élément du groupe de Cremona est distordu si et seulement s’il est algébrique. Le calcul de la longueur peut également être appliqué au complexe de Wright associé au groupe de Cremona: ceci a été fait récemment par Lonjou. De plus, nous montrons que la restriction de la longueur au groupe des automorphismes du plan affine est la longueur habituelle de ce dernier (la longueur donnée par la structure de produit amalgamé). Dans un autre ordre d’idées, nous calculons les longueurs et longueurs dynamiques de toutes les transformations monomiales et de certaines transformations de Halphen. Finalement, nous démontrons que la longueur est une application semi-continue inférieurement sur le groupe de Cremona, ce dernier étant muni de sa topologie de Zariski.

1. Introduction

1.1. The length of elements of the Cremona group

Let us fix an algebraically closed field $k$. The Cremona group over $k$, often written $\text{Cr}_2(k)$, is the group $\text{Bir}(\mathbb{P}^2)$ of $k$-birational transformations of the projective plane $\mathbb{P}^2$. Such transformations can be written in the form

$$[x : y : z] \rightarrow [u_0(x, y, z) : u_1(x, y, z) : u_2(x, y, z)]$$

where $u_0, u_1, u_2 \in k[x, y, z]$ are homogeneous polynomials of the same degree, and this degree is the degree of the map, if the polynomials have no common factor. The Cremona transformations of degree 1 are the automorphisms of $\mathbb{P}^2$, i.e. the elements of the group $\text{Aut}(\mathbb{P}^2) = \text{PGL}_3(k)$. The Cremona transformations of degree 2 are called quadratic.

The group $\text{Bir}(\mathbb{P}^2)$ is generated by the automorphism group $\text{Aut}(\mathbb{P}^2)$ and by the single involution $\sigma: [x : y : z] \rightarrow [yz : xz : xy]$, called the standard quadratic transformation. In Castelnuovo’s proof of this result [Cas01], an element of $\text{Bir}(\mathbb{P}^2)$ is first decomposed into a product of Jonquières elements (also called Jonquières transformations).

These latter maps are defined as the birational maps $f$ for which there exist points $p, q \in \mathbb{P}^2$ such that $f$ sends the pencil of lines passing through $p$ to the pencil of lines passing through $q$. In this text, the group of Jonquières transformations preserving the pencil of lines passing through a given point $p \in \mathbb{P}^2$ is denoted by $\text{Jonq}_p \subseteq \text{Bir}(\mathbb{P}^2)$. The set of all Jonquières transformations is then equal to

$$\text{Jonq} = \bigcup_{p \in \mathbb{P}^2} \text{Aut}(\mathbb{P}^2) \text{Jonq}_p \text{Aut}(\mathbb{P}^2) = \bigcup_{p \in \mathbb{P}^2} \text{Aut}(\mathbb{P}^2) \text{Jonq}_p = \text{Aut}(\mathbb{P}^2) \text{Jonq}_{p_0} \text{Aut}(\mathbb{P}^2),$$
for any fixed point $p_0 \in \mathbb{P}^2$. The above equalities follow from the equality $\alpha \circ \text{Jonq}_p \circ \alpha^{-1} = \text{Jonq}_{\alpha(p)}$, which holds for each $\alpha \in \text{Aut}(\mathbb{P}^2)$.

Nowadays, one can also see the proof of Castelnuovo’s theorem by using the Sarkisov program (see [Cor95]), and the number of Jonquières transformations needed corresponds to the number of links involved, which do not preserve a fibration. The proof that every Jonquières transformation is a product of linear maps and $\sigma$ is then an easy exercise (see for example [AC02, Section 8.4]).

In order to study the complexity of an element of $\text{Bir}(\mathbb{P}^2)$, according to the above decomposition, the following definition seems natural:

DEFINITION 1.1. — For each Cremona transformation $f \in \text{Bir}(\mathbb{P}^2)$ we define its length $\lgth(f)$ as follows. If $f \in \text{Aut}(\mathbb{P}^2)$, we set $\lgth(f) = 0$. Otherwise we set $\lgth(f) = n$, where $n$ is the least positive integer for which $f$ admits a decomposition

$$f = \varphi_n \circ \cdots \circ \varphi_1, \quad \forall \ i, \ \varphi_i \in \text{Jonq}.$$  

With this definition, note that we have $\lgth(f^{-1}) = \lgth(f)$.

For any fixed point $p_0 \in \mathbb{P}^2$ the group $\text{Bir}(\mathbb{P}^2)$ is generated by its two subgroups $\text{Aut}(\mathbb{P}^2)$ and $\text{Jonq}_{p_0}$. The length of $f$ might also be seen as the least non-negative integer $n$ for which $f$ admits a decomposition

$$f = \alpha_n \circ \varphi_n \circ \cdots \circ \alpha_1 \circ \varphi_1 \circ \alpha_0, \quad \forall \ i, \ \alpha_i \in \text{Aut}(\mathbb{P}^2) \quad \text{and} \quad \forall \ j, \ \varphi_j \in \text{Jonq}_{p_0}.$$  

In particular, this least integer $n$ does not depend on $p_0$. All this follows from the equality $\text{Jonq} = \text{Aut}(\mathbb{P}^2) \text{Jonq}_{p_0} \text{Aut}(\mathbb{P}^2)$.

This notion of length is similar to the case of automorphisms of the affine plane. Taking a linear embedding $\mathbb{A}^2 \hookrightarrow \mathbb{P}^2$, the classical Jung–van der Kulk theorem says that $\text{Aut}(\mathbb{A}^2)$ is generated by $\text{Aff}_2 := \text{Aut}(\mathbb{P}^2) \cap \text{Aut}(\mathbb{A}^2)$ and $\text{Jonq}_{p,\mathbb{A}^2} := \text{Jonq}_p \cap \text{Aut}(\mathbb{A}^2)$ for any $p \in \mathbb{P}^2 \setminus \mathbb{A}^2$ [Jun42, vdK53, Lam02]. Furthermore, there are no relations except the trivial ones, i.e. the group $\text{Aut}(\mathbb{A}^2)$ is the amalgamated product of $\text{Aff}_2$ and $\text{Jonq}_{p,\mathbb{A}^2}$ over their intersection.

The length in $\text{Aut}(\mathbb{A}^2)$ is then easy to compute, by writing an element in a reduced form (i.e. as a product of elements of $\text{Aff}_2$ and $\text{Jonq}_{p,\mathbb{A}^2}$ where two consecutive elements do not belong to the same group). It has moreover natural properties. For example, it is lower semicontinuous for the Zariski topology on $\text{Aut}(\mathbb{A}^2)$, as shown in [Fur02] when $\text{char}(k) = 0$ (in fact this result also holds in positive characteristic by Theorem 1.11 and Proposition 4.2 below).

The case of $\text{Bir}(\mathbb{P}^2)$ is more complicated, as $\text{Bir}(\mathbb{P}^2)$ is not the amalgamated product of $\text{Aut}(\mathbb{P}^2)$ and $\text{Jonq}_{p_0}$. There is only one relation, of very small length [Bla12], which makes the group $\text{Bir}(\mathbb{P}^2)$ more complicated than the group $\text{Aut}(\mathbb{A}^2)$ (see also [Giz82, Isk85] for other presentations with generators and relations of $\text{Bir}(\mathbb{P}^2)$). In particular, there exist elements of $\text{Bir}(\mathbb{P}^2)$ of finite order (finitely many families up to conjugacy) which are neither conjugate to an element of $\text{Aut}(\mathbb{P}^2)$ nor to an element of $\text{Jonq}_p$ [Bla11], contrary to the case of amalgamated products. Another way to see the difference is that $\text{Aut}(\mathbb{A}^2)$ acts on a tree thanks to its amalgamated structure [Ser80, Lam01], but $\text{Bir}(\mathbb{P}^2)$ only acts on a simply connected simplicial complex of dimension two [Wri92]. The group $\text{Bir}(\mathbb{P}^2)$ does not act (non-trivially) on a tree because it is not a non-trivial amalgamated product [dC13].
Computing the length of an element $f \in \text{Bir}(\mathbb{P}^2)$ is then more tricky than the case of $\text{Aut}(\mathbb{A}^2)$ and we cannot only take a reduced decomposition (i.e. a product $f = \varphi_n \circ \cdots \circ \varphi_1$ of Jonquières elements such that $\varphi_{i+1} \circ \varphi_i$ is not Jonquières for $i = 1, \ldots, n - 1$). The length of such reduced decompositions is unbounded (Proposition 4.3(3)). One way to give an upper bound for the length of an element is to follow the proof of Castelnuovo and to apply successive Jonquières elements to decrease the degree (details are given in Algorithm 3.26). There is no reason a priori to expect this upper bound to be equal to the length, but in one of our main results, Corollary 3.31, we prove that this is actually the case. We also prove that in the (possible) case where the Algorithm of Castelnuovo does not provide the smallest possible degree after finitely many steps, then, this smallest possible degree can be obtained by composing on the right with a single quadratic map (Corollary 3.32).

Multiplying an element $f \in \text{Bir}(\mathbb{P}^2)$ with a Jonquières element $\varphi$, we have $\text{lgth}(f \circ \varphi) = \text{lgth}(f) + \varepsilon$ where $\varepsilon \in \{-1, 0, 1\}$. The possibilities occur in a rather chaotic way since there are examples where $\deg(f \circ \varphi) > \deg(f)$ but $\text{lgth}(f \circ \varphi) = \text{lgth}(f) - 1$ (Proposition 4.3(3)). Moreover, the number of Jonquières elements $\varphi$ such that $\text{lgth}(f \circ \varphi) = \text{lgth}(f) - 1$ can be infinite, even up to right multiplication with an element of $\text{Aut}(\mathbb{P}^2)$ (Proposition 4.3(4)).

We will however show that there is a natural algorithm that yields the length. Moreover, we will show that the length only depends on combinatorial properties of the maps, namely the multiplicities of the base-points. Let us briefly recall the definition of the base-points and their multiplicities.

Let $f$ be an element of $\text{Bir}(\mathbb{P}^2)$. Write it in the form

$$[x : y : z] \longrightarrow [u_0(x, y, z) : u_1(x, y, z) : u_2(x, y, z)]$$

where $u_0, u_1, u_2$ are homogeneous of the same degree $d := \deg(f)$. Then, the linear system of $f$ is the net of curves

$$\lambda_0 u_0 + \lambda_1 u_1 + \lambda_2 u_2 = 0, \ [\lambda_0 : \lambda_1 : \lambda_2] \in \mathbb{P}^2.$$ Equivalently, it is the inverse image by $f$ of the net of lines in $\mathbb{P}^2$. A linear system of this form is called homaloidal. It consists of curves of degree $d$ passing through finitely many points $p_1, \ldots, p_r$ (lying on $\mathbb{P}^2$ or infinitely near) with some multiplicities $m_1, \ldots, m_r$ such that $\sum m_i = 3(d - 1)$ and $\sum (m_i)^2 = d^2 - 1$ (see below, in particular Remark 2.11 and Lemmas 2.14 and 2.20). The points $p_i$ are called the base-points of $f$ and the set $\{p_1, \ldots, p_r\}$ of base-points is denoted $\text{Base}(f)$.

In particular, maps of degree 1 have no base-points and maps of degree 2 have three base-points of multiplicity 1. We say that $(m_1, \ldots, m_r)$ is the homaloidal type of $f$. It is a finite sequence up to permutation, or equivalently a multiset (a multiset, unlike a set, allows for multiple instances for each of its elements). We often write $(d; m_1, \ldots, m_r)$ to see the degree, even though the degree of course is uniquely determined by the multiplicities. In our text and by definition, each homaloidal type will be of this form, i.e. will be the homaloidal type of at least one birational transformation of $\mathbb{P}^2$ (in [AC02, BC16a] such homaloidal types are called proper homaloidal types). We also define the comultiplicity of $f$ to be $\deg(f) - \max_i m_i$. This notion is sometimes used in the literature, for instance in the proof of the Noether–Castelnuovo theorem given by Alexander [Ale16]. One can observe that
comult(f) = 1 if and only if f is a Jonquières element (follows from Lemma 2.42 and Definition 2.40). To state our main result, we use the following notion:

**Definition 1.2.** — Let \( f \in \text{Bir}(\mathbb{P}^2) \). A predecessor of f is an element of minimal degree among the elements of the form \( f \circ \varphi \) where \( \varphi \) is a Jonquières transformation.

A precise description of the predecessors of an element of \( \text{Bir}(\mathbb{P}^2) \) is algorithmic and not very difficult to obtain. In particular, the following holds:

**Lemma 1.3.** — Let \( f \in \text{Bir}(\mathbb{P}^2) \).

1. The homaloidal type of a predecessor of \( f \) is uniquely determined by the homaloidal type of \( f \).
2. There are infinitely many predecessors of \( f \), but only finitely many classes up to right composition with an element of \( \text{Aut}(\mathbb{P}^2) \).
3. If \( \varphi \) is a Jonquières transformation such that \( f \circ \varphi \) is a predecessor of \( f \), then 
   \[ \text{Base}(\varphi^{-1}) \subseteq \text{Base}(f). \]

**Remark 1.4.** — Lemma 1.3(2) asserts that any Cremona transformation \( f \in \text{Bir}(\mathbb{P}^2) \) admits finitely many predecessors up to right multiplication by an element of \( \text{Aut}(\mathbb{P}^2) \). However, we will see in Lemma 4.6 that this number is not uniformly bounded on \( \text{Bir}(\mathbb{P}^2) \), even if it is bounded by an integer only depending on \( \deg(f) \) (Remark 4.7).

Computing a sequence of predecessors (which is algorithmic, as said before, and whose homaloidal types are uniquely determined by the one of the map we start with) yields then a finite algorithm to compute the length of any element of \( \text{Bir}(\mathbb{P}^2) \), as our main theorem states:

**Theorem 1.5.** — Let \( f_0 \) be an element of \( \text{Bir}(\mathbb{P}^2) \), let \( n \geq 1 \) be an integer, and let \((f_i)_{i \in \mathbb{N}}\) be a sequence of elements of \( \text{Bir}(\mathbb{P}^2) \) such that \( f_i \) is a predecessor of \( f_{i-1} \) for each \( i \geq 1 \). For all Jonquières elements \( \varphi_1, \ldots, \varphi_n \) of \( \text{Bir}(\mathbb{P}^2) \), the element 
\[ g_n = f \circ \varphi_1 \circ \cdots \circ \varphi_n \]
satisfies

1. \( \deg(f_n) \leq \deg(g_n) \);
2. \( \text{comult}(f_n) \leq \text{comult}(g_n) \);
3. If \( \deg(f_n) = \deg(g_n) \), then \( f_n \) and \( g_n \) have the same homaloidal type.

In particular, \( \text{lgth}(f) = \min\{n \mid \deg(f_n) = 1\} \).

Thus the lengths of all maps of some given degree can be easily computed (see Section 4.1 for tables up to degree 12).

Another consequence of Theorem 1.5 is that the length of an element of \( \text{Aut}(\mathbb{A}^2) \), viewed as an element of \( \text{Bir}(\mathbb{P}^2) \), is the same as the classical length given by the amalgamated product structure (Proposition 4.2).

In the general case, the length in \( \text{Bir}(\mathbb{P}^2) \) can be interpreted in terms of the natural distance defined on the already mentioned Wright complex [Wri92] or simply on its associated graph. We now recall the construction of this graph (the Wright complex being then the two-dimensional simplicial complex obtained from this graph by adding a two-dimensional face to each triangle). We fix two distinct points \( p, q \in \mathbb{P}^2 \) and look at the three subgroups \( G_0, G_1, G_2 \) of \( \text{Bir}(\mathbb{P}^2) \) given by
\[ G_0 = \text{Aut}(\mathbb{P}^2), \quad G_1 = \text{Jonq}_p, \quad G_2 = \pi^{-1} \text{Aut}(\mathbb{P}^1 \times \mathbb{P}^1) \pi \]
where $\pi: \mathbb{P}^2 \dashrightarrow \mathbb{P}^1 \times \mathbb{P}^1$ is the birational map induced by the projections away from $p$ and $q$ respectively. We then consider as vertices the set $\mathcal{A}_i \cup \mathcal{A}_1 \cup \mathcal{A}_2$, where $\mathcal{A}_i = \{ G_i f \mid f \in \text{Bir}(\mathbb{P}^2) \}$ is the set of right cosets modulo $G_i$, for $i = 0, 1, 2$. There is a triangle between three elements of the three sets $\mathcal{A}_i$ if and only if these are of the form $G_0 f, G_1 f$ and $G_2 f$, for some $f \in \text{Bir}(\mathbb{P}^2)$. As proven in [Wri92], the associated simplicial complex (i.e. the Wright complex) is simply connected, which corresponds to saying that $\text{Bir}(\mathbb{P}^2)$ is the amalgamated product of the three groups $G_i$ along their pairwise intersections. The set $\mathcal{A}_0$ corresponds to the set of homaloidal linear systems and the distance between $G_0 \varphi$ and $G_0 = G_0 \text{id}$ is given by $2 \log \text{th}(\varphi)$ for each $\varphi \in \text{Bir}(\mathbb{P}^2)$ (see Lemma 2.47 below).

Hence, Theorem 1.5 provides a way to compute the distance in this graph. In particular, the graph of Wright is of unbounded length (follows for instance from Lemma 4.12), a fact that does not follow directly from its definition. Another application of Theorem 1.5, done by Lonjou, is that the graph of Wright is not hyperbolic in the sense of Gromov [Lon18].

In Section 4.7, we compute the lengths and dynamical lengths of all monomial elements of $\text{Bir}(\mathbb{P}^2)$. We relate these notions with some decompositions of elements in $\text{GL}_2(\mathbb{Z})$ and also with continued fractions.

### 1.2. Dynamical length

Since $\log \text{th}(f \circ g) \leq \log \text{th}(f) + \log \text{th}(g)$ for all $f, g \in \text{Bir}(\mathbb{P}^2)$, the sequence $n \mapsto \log \text{th}(f^n)$ is subadditive so that the sequence $n \mapsto \frac{\log \text{th}(f^n)}{n}$ admits a finite limit when $n$ goes to infinity. This allows the following definition:

**Definition 1.6.** For each $f \in \text{Bir}(\mathbb{P}^2)$, the dynamical length is defined as

$$d_{\log \text{th}}(f) := \lim_{n \to \infty} \frac{\log \text{th}(f^n)}{n} \in \mathbb{R}^+.$$ 

Note that $d_{\log \text{th}}(f)$ is invariant under conjugation (contrary to the length), and satisfies $0 \leq d_{\log \text{th}}(f) \leq \log \text{th}(f)$. It is not very easy to compute $d_{\log \text{th}}(f)$ in general, but we will do it precisely for all monomial elements of $\text{Bir}(\mathbb{P}^2)$, and relate this to continued fractions and decompositions in $\text{GL}_2(\mathbb{Z})$ (Section 4.7). We will also show that

$$\frac{1}{2} \mathbb{Z}_{\geq 0} \cup \frac{1}{3} \mathbb{Z}_{\geq 0} \subseteq d_{\log \text{th}}(\text{Bir}(\mathbb{P}^2)) = \{ d_{\log \text{th}}(f) \mid f \in \text{Bir}(\mathbb{P}^2) \}$$

(Corollary 4.14), but we do not have any example of a Cremona transformation $f \in \text{Bir}(\mathbb{P}^2)$ such that $d_{\log \text{th}}(f) \notin \frac{1}{2} \mathbb{Z}_{\geq 0} \cup \frac{1}{3} \mathbb{Z}_{\geq 0}$. In particular, every monomial map of $\text{Bir}(\mathbb{P}^2)$ has a dynamical length in $\frac{1}{2} \mathbb{Z}_{\geq 0}$ (follows from Proposition 4.29).

**Question 1.7.** What does the set $d_{\log \text{th}}(\text{Bir}(\mathbb{P}^2)) = \{ d_{\log \text{th}}(f) \mid f \in \text{Bir}(\mathbb{P}^2) \}$ look like?

### 1.3. Distorted elements

We begin with the two following definitions.
**Definition 1.8.** If $G$ is a group generated by a finite subset $F \subseteq G$, the $F$-length $|g|_F$ of an element $g$ of $G$ is defined as the least non-negative integer $\ell$ such that $g$ admits an expression of the form $g = f_1 \ldots f_\ell$ where each $f_i$ belongs to $F \cup F^{-1}$. We then say that $g$ is distorted if $\lim_{n \to \infty} \frac{|g^n|_F}{n} = 0$ (note that the limit $\lim_{n \to \infty} \frac{|g^n|_F}{n}$ always exists and is a real number since the sequence $n \mapsto |g^n|_F$ is subadditive). This notion actually does not depend on the chosen $F$, but only on the pair $(g,G)$.

If $G$ is any group, an element $g \in G$ is said to be distorted if it is distorted in some finitely generated subgroup of $G$.

**Definition 1.9.** An element $f \in \text{Bir}(\mathbb{P}^2)$ is said to be algebraic (or elliptic) if it is contained in an algebraic subgroup of $\text{Bir}(\mathbb{P}^2)$, or equivalently if the sequence $n \mapsto \text{deg}(f^n)$ is bounded ([BF13, Section 2.6]). By [BD15, Proposition 2.3] (see also Proposition 4.41 which explains why the proof also works in positive characteristic), this is also equivalent to saying that $f$ is of finite order or conjugate to an element of $\text{Aut}(\mathbb{P}^2)$.

An easy computation shows that every element of $\text{Aut}(\mathbb{P}^2)$ is distorted in $\text{Bir}(\mathbb{P}^2)$ (Lemma 4.40). Consequently, every algebraic element of $\text{Bir}(\mathbb{P}^2)$ is distorted. Using the dynamical length, we will prove the converse statement (which has also been proven in the recent preprint [CdC18], with another technique):

**Theorem 1.10.** Any distorted element of $\text{Bir}(\mathbb{P}^2)$ is algebraic.

A function $S \colon \text{Bir}(\mathbb{P}^2) \to \mathbb{R}_{\geq 0}$ is said to be subadditive if it satisfies $S(f \circ g) \leq S(f) + S(g)$ for all $f,g \in \text{Bir}(\mathbb{P}^2)$. For such a function, the sequence $n \mapsto \frac{S(f^n)}{n}$ admits a finite limit for any $f$, and this limit is moreover equal to zero when $f$ is distorted.

It turns out that the three following functions are subadditive on $\text{Bir}(\mathbb{P}^2)$: the length, the number of base-points, and the logarithm of the degree. For any such $S$, the corresponding limit of the sequence $n \mapsto \frac{S(f^n)}{n}$ is: the dynamical length $d_{\text{dyn}}(f)$, the dynamical number of base-points (written $\lambda(f)$ in [BD15]), and the logarithm of the dynamical degree $\log(\lambda(f))$, where the dynamical degree is $\lambda(f) = \lim_{n \to \infty} (\text{deg}(f^n))^{1/n}$.

We will show that $f$ is algebraic if and only if $d_{\text{dyn}}(f) = \mu(f) = \log(\lambda(f)) = 0$, thus proving Theorem 1.10. More precisely, we can decompose elements of $\text{Bir}(\mathbb{P}^2)$ into five disjoint subsets of elements (see Section 4.8), and the situation is as in Figure 1.1. In particular, Corollary 4.37 is sufficient for showing that an element $f$ of $\text{Bir}(\mathbb{P}^2)$ is algebraic if and only if $d_{\text{dyn}}(f) = \mu(f) = \log(\lambda(f)) = 0$. However, Proposition 4.39 shows us that this is also equivalent to $d_{\text{dyn}}(f) = \mu(f) = 0$.

<table>
<thead>
<tr>
<th>$f$</th>
<th>$d_{\text{dyn}}(f)$</th>
<th>$\mu(f)$</th>
<th>$\log(\lambda(f))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algebraic elements</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Jonquières twists</td>
<td>$0$</td>
<td>$&gt;0$</td>
<td>$0$</td>
</tr>
<tr>
<td>Halphen twists</td>
<td>$&gt;0$ (Corollary 4.37)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Regularisable loxodromic elements</td>
<td>$&gt;0$ (Proposition 4.39)</td>
<td>0</td>
<td>$&gt;0$</td>
</tr>
<tr>
<td>Non-regularisable loxodromic elements</td>
<td>sometimes $&gt;0$ (Lemma 4.12)</td>
<td>$&gt;0$</td>
<td>$&gt;0$</td>
</tr>
</tbody>
</table>

**Figure 1.1.** Positivity of $d_{\text{dyn}}(f)$, $\mu(f)$, $\log(\lambda(f))$ for elements $f \in \text{Bir}(\mathbb{P}^2)$
1.4. Lower semicontinuity of the length

Even if Bir($\mathbb{P}^2$) is not naturally an ind-group ([BF13, Theorem 1]), following [Dem70, Ser10], it admits a natural Zariski topology (see Definition 5.8). We prove that the length is compatible with this topology, and thus behaves well in families:

**Theorem 1.11.** — The length map $\text{lgth}: \text{Bir}(\mathbb{P}^2) \to \mathbb{N}$, $f \mapsto \text{lgth}(f)$ is lower semicontinuous. In other words, for each integer $\ell \geq 0$, the set $\{f \in \text{Bir}(\mathbb{P}^2) \mid \text{lgth}(f) \leq \ell\}$ is closed.

As explained before, this implies the same result for automorphisms of $\mathbb{A}^2$, already proven in [Fur02] when $\text{char}(k) = 0$. It also shows that some degenerations of birational maps are not possible. For instance, it is not possible to have a family of birational maps with homaloidal type $(8; 4^3, 3^5, 1^2)$ which degenerates to a birational map of homaloidal type $(8; 4^3, 2^3, 1^3)$ as the first homaloidal type has length 2 and the second has length 3 (see Section 4.1). See [BCM15, BC16a] for more details on this question.

The authors warmly thank the referees for their detailed reading and helpful suggestions.

2. Reminders

When we want to decompose a birational transformation of $\mathbb{P}^2$, we have to study the multiplicities of the linear system at points, and also the position of the points (if one is infinitely near to another, if they are on the same line, ...). A very fruitful approach consists of looking at the (linear and faithful) action of Bir($\mathbb{P}^2$) on the so-called Picard–Manin space. Forgetting the position of the points and studying only the arithmetic part can be done by studying an infinite Weyl group $W_{\infty}$, as done in [BC16b]. This group still acts on the Picard–Manin space and contains Bir($\mathbb{P}^2$). An analogous Weyl group is used in [BC16a], but with a slightly different definition.

2.1. The bubble space and the Picard–Manin space

Let us recall the following classical notions.

**Definition 2.1.** — Let $Y$ be a smooth projective rational surface. We denote by $\mathcal{B}(Y)$ the bubble space of $Y$. It is the set of points that belong, as proper or infinitely near points to $Y$. More precisely, an element of $\mathcal{B}(Y)$ is the equivalence class of a triple $(p, X, \pi)$, where $X$ is a smooth projective surface, $\pi: X \to Y$ is a birational morphism (a sequence of blow-ups) and $p \in X$. Two triples $(p, X, \pi)$ and $(p', X', \pi')$ are equivalent if $(\pi')^{-1} \circ \pi: X \to X'$ restricts to an isomorphism $U \to U'$, where $U \subseteq X$, $U' \subseteq X'$ are two open neighbourhoods of $p$ and $p'$, and if $p$ is sent to $p'$ by this isomorphism.

**Definition 2.2.** — There is a natural order on $\mathcal{B}(Y)$. We say that $(p, X, \pi) \geq (p', X', \pi')$ if $(\pi')^{-1} \circ \pi: X \to X'$ restricts to a morphism $U \to X'$, where $U \subseteq X$ is an open subset containing $p$ and if $p$ is sent to $p'$ by this morphism.
Remark 2.3. — We have an inclusion $\mathbb{P}^2 \hookrightarrow \mathcal{B}(\mathbb{P}^2)$, that sends a point $p \in \mathbb{P}^2$ onto the equivalence class of $(p, \mathbb{P}^2, \text{id})$. We will also see elements of $\mathcal{B}(\mathbb{P}^2)$ as points, the surfaces and the morphisms being then implicit.

Every birational map $\varphi: \mathbb{P}^2 \dashrightarrow \mathbb{P}^2$ has a finite number of base-points. The set of all such points is denoted $\text{Base}(\varphi) \subseteq \mathcal{B}(\mathbb{P}^2)$. Moreover, $\varphi$ induces a bijection $\mathcal{B}(\mathbb{P}^2) \setminus \text{Base}(\varphi) \rightarrow \mathcal{B}(\mathbb{P}^2) \setminus \text{Base}(\varphi^{-1})$.

Let us recall the following classical notions. See for example [AC02] and references there.

Definition 2.4. — Let $p, q \in \mathcal{B}(\mathbb{P}^2)$. We say that $p$ is infinitely near $q$ if $p > q$ (for the order defined above). We say that $p$ is in the first neighbourhood of $q$ if $p > q$ and if there is no $r \in \mathcal{B}(\mathbb{P}^2)$ with $p > r > q$. We say that a point $p \in \mathcal{B}(\mathbb{P}^2)$ is a proper point of $\mathbb{P}^2$ if $p$ is minimal. This corresponds to saying that $p \in \mathbb{P}^2 \subseteq \mathcal{B}(\mathbb{P}^2)$.

Definition 2.5. — Let $Y$ be a smooth projective rational surface. Its Picard–Manin space $\mathcal{Z}_Y$ is defined as the inductive limit of all the Picard groups $\text{Pic}(X)$, where $X$ is a smooth projective rational surface and $X \rightarrow Y$ is a birational morphism.

More precisely, an element $\epsilon \in \mathcal{Z}_Y$ corresponds to an equivalence class of triples $(C, X, \pi)$, where $X$ is a smooth projective rational surface, $\pi: X \rightarrow Y$ is a birational morphism and $C \in \text{Pic}(X)$. Two triples $(C_1, X_1, \pi_1)$ and $(C_2, X_2, \pi_2)$ are identified if one can find another smooth projective rational surface $X_3$ together with birational morphisms $\pi_1': X_3 \rightarrow X_1$, $\pi_2': X_3 \rightarrow X_2$ such that $\pi_1 \circ \pi_1' = \pi_2 \circ \pi_2'$, and such that $(\pi_1')^*(C_1) = (\pi_2')^*(C_2)$.

The $\mathbb{Z}$-module $\mathcal{Z}_Y$ is endowed with an intersection form and canonical form $\omega: \mathcal{Z}_Y \rightarrow \mathbb{Z}$. The canonical form sends a triple $(C, X, \pi)$ onto $K_X \cdot C \in \mathbb{Z}$, where $K_X$ is the canonical class of $X$. To intersect two classes, we take representatives $(C_1, X, \pi)$ and $(C_2, X, \pi)$ on the same surface by taking a common resolution and compute $C_1 \cdot C_2 \in \mathbb{Z}$.

Remark 2.6. — If $(C, X, \pi)$ is a triple as in the above definition and $\epsilon: X' \rightarrow X$ is a birational morphism, then $(\epsilon^*(C), X', \pi \circ \epsilon)$ is equivalent to $(C, X, \pi)$. Moreover, $K_X \cdot C = \epsilon^*(K_X) \cdot \epsilon^*(C) = K_{X'} \cdot \epsilon^*(C)$.

Using this remark we obtain that the canonical form $\omega: \mathcal{Z}_Y \rightarrow \mathbb{Z}$ defined above is independent of the choice of the triple in the equivalence class of an element of $\mathcal{Z}_Y$. The intersection form is also well-defined since $\epsilon^*(C) \cdot \epsilon^*(D) = C \cdot D$ for all $C, D \in \text{Pic}(X)$.

Definition 2.7. — Let $Y$ be a smooth projective rational surface. For each point $q \in \mathcal{B}(Y)$, we define an element $e_q \in \mathcal{Z}_Y$ as follows: the point $q$ is the class of $(p, X, \pi)$, and $e_q \in \mathcal{Z}_Y$ is the class of $(E_p, \tilde{X}, \pi \circ \epsilon)$, where $\epsilon: \tilde{X} \rightarrow X$ is the blow-up of $p \in X$, and $E_p = \epsilon^{-1}(p) \in \text{Pic}(\tilde{X})$ is the exceptional divisor.

Lemma 2.8. — Let $Y$ be a smooth projective rational surface. The group $\mathcal{Z}_Y$ is naturally isomorphic to

$$\mathcal{Z}_Y \simeq \text{Pic}(Y) \oplus \bigoplus_{p \in \mathcal{B}(Y)} \mathbb{Z}e_p.$$
Moreover, the restriction of the intersection form of $Z_Y$ on $\text{Pic}(Y)$ is the classical one, and we have

$$ C \cdot p = 0, \quad e_p^2 = -1, \quad e_p \cdot e_q = 0, \quad \omega(C) = C \cdot K_Y, \quad \omega(e_p) = -1. $$

for all $p, q \in B(Y), \ C \in \text{Pic}(Y), \ p \neq q$.

**Proof.** — The map sending $C \in \text{Pic}(Y)$ onto the class of $(C, Y, \text{id})$ yields an inclusion $\text{Pic}(Y) \hookrightarrow Z_Y$. By definition, the restriction of the intersection form and the canonical form of $Z_Y$ on $\text{Pic}(Y)$ are the classical ones.

If $\epsilon: \hat{X} \to X$ is the blow-up of a point $p \in X$, then $\text{Pic}(\hat{X}) = \epsilon^* \text{Pic}(X) \oplus \mathbb{Z}e_p$, where the exceptional divisor $e_p \in \hat{X}$ satisfies $e_p^2 = -1, \ e_p \cdot R = 0$ for each $R \in \epsilon^* (\text{Pic}(X))$. Moreover, $K_{\hat{X}} = \pi^*(K_X) + e_p$. This provides the result, as every birational morphism $X \to Y$, where $X$ is a smooth projective rational surface, is a sequence of blow-ups of finitely many points of $B(Y)$.

**Corollary 2.9.** — The group $Z_{\mathbb{P}^2}$ is naturally isomorphic to

$$ \mathbb{Z}e_0 \oplus \bigoplus_{p \in B(\mathbb{P}^2)} \mathbb{Z}e_p, $$

where $e_0 \in \text{Pic}(\mathbb{P}^2)$ is the class of a line and $e_p$ corresponds to the exceptional divisor of $p \in B(\mathbb{P}^2)$. Moreover, we have

$$ (e_0)^2 = 1, \quad e_p^2 = -1, \quad \omega(e_p) = -1, \quad \omega(e_0) = -3, \quad \text{and} \quad e_p \cdot e_q = 0 $$

for all $p, q \in B(\mathbb{P}^2), \ p \neq q$.

**Proof.** — Follows from Lemma 2.8 and the fact that $\text{Pic}(\mathbb{P}^2) = \mathbb{Z}e_0, \ (e_0)^2 = 1, \ K_{\mathbb{P}^2} = -3e_0$, so $\omega(e_0) = -3$.

**Definition 2.10.** — Let $a \in Z_{\mathbb{P}^2}$ and $q \in B(\mathbb{P}^2)$. We define the degree of $a$ to be $\deg(a) = e_0 \cdot a \in \mathbb{Z}$ and the multiplicity of $a$ at $q$ to be $m_q(a) = e_q \cdot a \in \mathbb{Z}$. We then define the set of base-points $\text{Base}(a)$ of $a$ to be \{ $q \in B(\mathbb{P}^2) \mid m_q(a) \neq 0$ \}.

**Remark 2.11.** — Let $\Lambda$ be a linear system on $\mathbb{P}^2$ which we assume of positive dimension and without fixed component. Denote by $p_1, \ldots, p_r$ its base-points and by $\pi: X \to \mathbb{P}^2$ the blow-up of the points $p_i$ on $\mathbb{P}^2$. Then, the strict transform $\tilde{\Lambda}$ of $\Lambda$ on $X$ is a base-point free linear system and we have

$$ (2.1) \quad \tilde{\Lambda} = d \pi^*(e_0) - \sum_{i=1}^{r} m_i e_{p_i} \in \text{Pic}(X), $$

where $d$ is the degree of $\Lambda$, $m_1, \ldots, m_r \geq 1$ are its multiplicities at the points $p_1, \ldots, p_r$ and $e_{p_i} \in \text{Pic}(X)$ is the pull-back (or total transform) of the exceptional curve produced by blowing-up $p_i$.

Indeed, since we have $\text{Pic}(X) = \pi^* (\text{Pic}(\mathbb{P}^2)) \oplus (\bigoplus_{i=1}^{r} \mathbb{Z}e_{p_i})$, there exist integers $d, m_1, \ldots, m_r$ for which the equality (2.1) holds. We then compute

$$ d = \pi^*(e_0) \cdot \Lambda = \pi^*(e_0) \cdot \pi^*(\Lambda) = e_0 \cdot \Lambda = \deg(\Lambda) $$

and we see that the multiplicity of $\Lambda$ at $p_i$ is $e_{p_i} \cdot \Lambda = m_i$. Hence, the definitions of base-points, degree and multiplicities coincide with the classical ones.
**Definition 2.12.** — Let \( \varphi : Y_1 \rightarrow Y_2 \) be a birational map between two smooth projective rational surfaces. We define an isomorphism \( \varphi_\bullet : Z\text{Sym}_1 \rightarrow Z\text{Sym}_2 \) in the following way:

An element \( e \in Z\text{Sym}_1 \) corresponds to the class of a triple \((C, X, \pi_1)\). By blowing-up more points if necessary, we may assume that \( \pi_1 \) is such that \( \pi_2 := \varphi \circ \pi_1 : X \rightarrow Y_2 \) is a birational morphism. We then define \( \varphi_\bullet(e) \in Z\text{Sym}_2 \) to be the class of \((C, X, \pi_2)\).

**Remark 2.13.** — If \( \varphi : Y_1 \rightarrow Y_2 \) and \( \psi : Y_2 \rightarrow Y_3 \) are two birational maps between smooth projective rational surfaces, then \( \psi \circ \varphi_\bullet = \psi_\bullet \circ \varphi_\bullet \). This implies that \( \varphi \) and \( \psi \) are isomorphisms of \( \mathbb{Z} \)-modules. They moreover preserve the intersection form and the canonical form (which can be checked on blowing-ups).

We then obtain the following result:

**Lemma 2.14.** — The group \( \text{Bir}(\mathbb{P}^2) \) acts faithfully on \( \mathbb{Z}\text{Sym}_2 \) and preserves the intersection form and the canonical form. Moreover, if \( f \in \text{Bir}(\mathbb{P}^2) \), then \((f_\bullet)^{-1}(e_0) = de_0 - \sum_{i=1}^r m_i e_{p_i} \) where \( d = \deg f \), \( p_1, \ldots, p_r \in \mathcal{B}(\mathbb{P}^2) \) are the base-points of \( f \) and \( m_1, \ldots, m_r \geq 1 \) are their multiplicities.

**Proof.** — We decompose every \( f \in \text{Bir}(\mathbb{P}^2) \) into \( f = \eta \circ \pi^{-1} \), where \( \eta : X \rightarrow \mathbb{P}^2 \), \( \pi : X \rightarrow \mathbb{P}^2 \) are blow-ups of the base-points of \( f^{-1} \) and \( f \) respectively.

We have \( \text{Pic}(X) = \pi^* \text{Pic}(\mathbb{P}^2) \oplus (\bigoplus_{i=1}^r \mathbb{Z} e_{p_i}) \), where \( e_{p_1}, \ldots, e_{p_r} \) are the pull-backs in \( \text{Pic}(X) \) of the exceptional divisors of the base-points \( p_1, \ldots, p_r \) of \( f \) (or equivalently of \( \pi \)) and can thus write \( \eta^*(e_0) \in \text{Pic}(X) \) as \( \eta^*(e_0) = d \pi^*(e_0) - \sum m_i e_{p_i} \), where \( d \) is the degree of the linear system and \( m_1, \ldots, m_r \geq 1 \) are the multiplicities of the linear system at the points \( p_1, \ldots, p_r \) (see Remark 2.11). The fact that for each non-trivial \( f \in \text{Bir}(\mathbb{P}^2) \), we can choose a general point \( p \in \mathbb{P}^2 \), sent by \( f \) onto another point \( q \), yields \( f(e_p) = e_q \neq e_p \) and shows that the action is faithful.

**Example 2.15.** — Let \( \sigma : [x : y : z] \rightarrow [yz : xz : xy] \) be the standard quadratic transformation of \( \mathbb{P}^2 \). Its base-points are \( p_1 = [1 : 0 : 0], p_2 = [0 : 1 : 0], p_3 = [0 : 0 : 1] \). We then write \( X = \{ ([x_0 : x_1 : x_2], [y_0 : y_1 : y_2]) | x_0 y_0 = x_1 y_1 = x_2 y_2 \} \) and denote by \( \pi : X \rightarrow \mathbb{P}^2 \) and \( \eta : X \rightarrow \mathbb{P}^2 \) the first and second projections, which are blow-ups of \( p_1, p_2, p_3 \) and satisfy \( \eta = \sigma \circ \pi \). There are six \((-1)\)-curves \( E_1, E_2, E_3, F_1, F_2, F_3 \) on \( X \), where \( E_i = \pi^{-1}(p_i) \) and \( F_i = \eta^{-1}(p_i) \) for \( i = 1, 2, 3 \).

The action of \( \sigma \) on \( \mathbb{Z}\text{Sym}_2 \) is given as follows. Firstly we have \( \sigma_\bullet(e_0) = 2e_0 - e_{p_1} - e_{p_2} - e_{p_3} \) (Lemma 2.14). Secondly we have \( \sigma_\bullet(e_{p_1}) = e_0 - e_{p_2} - e_{p_3} \) thanks to the corresponding equality \( E_1 = \eta^*(e_0) - F_2 - F_3 \) which holds in \( \text{Pic}(X) \). The latter equality holds because \( E_1 \) is the strict transform of the line through \( p_2, p_3 \) by \( \eta \). Similarly, we obtain \( \sigma_\bullet(e_{p_2}) = e_0 - e_{p_1} - e_{p_3} \) and \( \sigma_\bullet(e_{p_3}) = e_0 - e_{p_1} - e_{p_2} \).

For all other points \( q \in \mathcal{B}(\mathbb{P}^2) \setminus \{p_1, p_2, p_3\} \), we have \( \sigma_\bullet(e_q) = e_{q'} \), for some \( q' \in \mathcal{B}(\mathbb{P}^2) \).
In the sequel, the isomorphism \( \varphi : \mathcal{Z}_Y \to \mathcal{Z}_Z \) associated with \( \varphi : Y \to Y_2 \) will be denoted by \( \varphi \).

### 2.2. The infinite Weyl group

**Definition 2.16.** — Denote by \( \text{Aut}(\mathcal{Z}_{\mathbb{P}^2}) \) the group of linear automorphisms of the \( \mathbb{Z} \)-module \( \mathcal{Z}_{\mathbb{P}^2} \) that preserve the intersection form and define \( \text{Sym}_{\mathbb{P}^2} \subseteq \text{Aut}(\mathcal{Z}_{\mathbb{P}^2}) \) to be the subgroup of elements that fix \( e_0 \) and permute the \( e_p, p \in \mathcal{B}(\mathbb{P}^2) \).

We define \( \mathbb{W}_\infty \subseteq \text{Aut}(\mathcal{Z}_{\mathbb{P}^2}) \) to be the infinite Weyl group generated by \( \text{Bir}(\mathbb{P}^2) \) and the group \( \text{Sym}_{\mathbb{P}^2} \).

**Remark 2.17.** — Note that \( \text{Aut}(\mathbb{P}^2) = \text{Sym}_{\mathbb{P}^2} \cap \text{Bir}(\mathbb{P}^2) \). Moreover, the Noether–Castelnuovo theorem yields \( \text{Bir}(\mathbb{P}^2) = \langle \text{Aut}(\mathbb{P}^2), \sigma \rangle \), which implies that \( \mathbb{W}_\infty = \langle \text{Sym}_{\mathbb{P}^2}, \sigma \rangle \). Later on, we will prove that \( \mathbb{W}_\infty = \text{Sym}_{\mathbb{P}^2} \cap \text{Bir}(\mathbb{P}^2) \) Sym_{\mathbb{P}^2} \) (see Corollary 2.28).

**Definition 2.18.** — Let \( f \in \mathbb{W}_\infty \) and \( q \in \mathcal{B}(\mathbb{P}^2) \). We define the degree of \( f \) to be \( \deg f = e_0 \cdot f^{-1}(e_0) \in \mathbb{Z} \) and the multiplicity of \( f \) at \( q \) to be \( m_q(f) = e_q \cdot f^{-1}(e_0) \in \mathbb{Z} \).

We denote \( \text{Base}(f) \subseteq \mathcal{B}(\mathbb{P}^2) \) the set of points \( q \) such that \( m_q(f) \neq 0 \).

**Remark 2.19.** — By construction, the degree, base-points and multiplicities of \( f \in \mathbb{W}_\infty \) are the same as for \( f^{-1}(e_0) \in \mathcal{Z}_{\mathbb{P}^2} \) (which were defined in Definition 2.10). By Lemma 2.14, this definition coincides with the classical definition if \( f \in \text{Bir}(\mathbb{P}^2) \).

**Lemma 2.20**

1. Every element of \( \mathbb{W}_\infty \) preserves the intersection form and the canonical form.
2. For each \( f \in \mathbb{W}_\infty \) we have
   \[
   f^{-1}(e_0) = (\deg f) \cdot e_0 - \sum_{q \in \text{Base}(f)} m_q(f) \cdot e_q
   \]
   and the following equalities hold (Noether equalities), where \( d = \deg f \):
   \[
   \sum_{q \in \text{Base}(f)} m_q(f) = 3(d - 1), \quad \sum_{q \in \text{Base}(f)} (m_q(f))^2 = d^2 - 1.
   \]
3. For each \( f \in \mathbb{W}_{\mathbb{Z}}, \) we have \( \deg f^{-1} = \deg f. \)
4. \( \text{Sym}_{\mathbb{P}^2} = \{ f \in \mathbb{W}_\infty \mid f(e_0) = e_0 \} = \{ f \in \mathbb{W}_\infty \mid \deg(f) = 1 \} = \{ f \in \mathbb{W}_\infty \mid \deg(f) = \pm 1 \}. \)
5. For each \( \alpha \in \text{Sym}_{\mathbb{P}^2} \), we have \( \sigma \circ \alpha \circ \sigma \in \text{Sym}_{\mathbb{P}^2} \) if and only if \( \alpha \) preserves the set \( \{ e_{[1:0:0]}, e_{[0:1:0]}, e_{[0:0:1]} \} \).

**Proof.**

1. Follows from the fact that \( \text{Bir}(\mathbb{P}^2) \) and \( \text{Sym}_{\mathbb{P}^2} \) preserve the intersection form and the canonical form.

2. — The first equality follows from Definition 2.18 and from the next identity:
   \[
   \forall a \in \mathcal{Z}_{\mathbb{P}^2}, \quad \varphi(a) = (a \cdot e_0) e_0 - \sum_{q \in \mathcal{B}(\mathbb{P}^2)} (a \cdot e_q) e_q.
   \]
   The Noether equalities follows from (1), since \( f^{-1}(e_0)^2 = d^2 - \sum (m_i)^2 = (e_0)^2 = 1 \) and \( \omega(f^{-1}(e_0)) = -3d + \sum m_i = \omega(e_0) = -3. \)
(3). — We have \( \deg f = e_0 \cdot f^{-1}(e_0) = f(e_0) \cdot e_0 = \deg f^{-1} \).

(4). — Let \( f \in W_\infty \) be such that \( \deg f = d = \pm 1 \). It follows successively from the Noether equalities that all multiplicities \( m_q(f) \) are zero, \( d = 1 \) and \( f(e_0) = e_0 \). For each \( p \in B(\mathbb{P}^2) \) we have \( f(e_p) \cdot e_0 = 0 \), so \( f(e_p) = \sum q_i a_i e_q \), for some \( q_1, \ldots, q_r \in B(\mathbb{P}^2) \). As \( -1 = (e_0)^2 = (f(e_p))^2 = -\sum (a_i)^2 \), we find that \( f(e_p) = \pm e_q \) for some \( i \). Since \( \omega(e_p) = \omega(f(e_p)) \), we get \( f(e_p) = e_q \). Hence, \( f \in \text{Sym}_{\mathbb{P}^2} \).

(5). — By (4), we have \( \sigma \circ \alpha \circ \sigma \in \text{Sym}_{\mathbb{P}^2} \) if and only \( \sigma \circ \alpha \circ \sigma(e_0) = e_0 \). Since this corresponds to \( \alpha \circ \sigma(e_0) = \sigma(e_0) \), the result follows from the equality \( \sigma(e_0) = 2e_0 - e_{[1:0:0]} - e_{[0:1:0]} - e_{[0:0:1]} \) (Example 2.15). \( \square \)

**Corollary 2.21.** — Let \( f, g \in W_\infty \). The following conditions are equivalent:

1. \( f^{-1}(e_0) = g^{-1}(e_0) \).
2. There exists \( \alpha \in \text{Sym}_{\mathbb{P}^2} \) such that \( g = \alpha \circ f \).

**Proof.** — Let us write \( \alpha = g \circ f^{-1} \). By Lemma 2.20(4), \( \alpha \in \text{Sym}_{\mathbb{P}^2} \) if and only if \( \alpha(e_0) = e_0 \). Applying \( g^{-1} \), this condition is equivalent to \( f^{-1}(e_0) = g^{-1}(e_0) \). \( \square \)

**Corollary 2.22.** — If \( f, g \in W_\infty \), we have

\[
\deg f \circ g^{-1} = (\deg f)(\deg g) - \sum_{q \in B(\mathbb{P}^2)} m_q(f)m_q(g).
\]

**Proof.** — We have \( \deg f \circ g^{-1} = e_0 \cdot (f \circ g^{-1})^{-1}(e_0) = f^{-1}(e_0) \cdot g^{-1}(e_0) \), so that the result follows from Lemma 2.20(2). \( \square \)

**Lemma 2.23.** — Let \( g \in W_\infty \) and let \( q \in B(\mathbb{P}^2) \).

1. If \( q \in \text{Base}(g) \), then \( g(e_q) = m_q(g)e_0 - \sum_{p \in \text{Base}(g^{-1})} a_p e_p \), \( a_p \in \mathbb{Z} \).
2. If \( q \notin \text{Base}(g) \), then \( g(e_q) = e_q \) for some \( \tilde{q} \in B(\mathbb{P}^2) \) \( \setminus \text{Base}(g^{-1}) \).

In particular, \( g \) induces a bijection \( B(\mathbb{P}^2) \setminus \text{Base}(g) \to B(\mathbb{P}^2) \setminus \text{Base}(g^{-1}) \).

**Proof.** — We write \( g(e_q) = de_0 + \sum a_i e_{p_i} \), for some \( \{p_1, \ldots, p_n\} \subseteq B(\mathbb{P}^2) \). We then observe that \( d = e_0 \cdot g(e_q) = g^{-1}(e_0) \cdot e_q = m_q(g) \).

If \( q \notin \text{Base}(g) \), then we obtain \( g(e_q) = \sum a_i e_{p_i} \). Since \( 1 = -\omega(e_q) = -\omega(\sum a_i e_{p_i}) = \sum a_i \) and \( 1 = -(e_0)^2 = (\sum a_i)^2 \), we find that \( g(e_q) \) is equal to \( e_q \) for some \( \check{q} \in B(\mathbb{P}^2) \).

Moreover, \( \check{q} \notin \text{Base}(g^{-1}) \), since \( m_q(g^{-1}) = e_q \cdot g(e_0) = e_q \cdot e_0 = 0 \). This yields (2).

To get (1), we consider the case \( q \in \text{Base}(g) \) and need to show that if \( p_i \notin \text{Base}(g^{-1}) \), then \( a_i = 0 \). This is because \( a_i = e_{p_i} \cdot g(e_q) = g^{-1}(e_{p_i}) \cdot e_q \) and because \( g^{-1}(e_{p_i}) \) is equal to \( e_{\tilde{p}_i} \) for some \( \tilde{p}_i \in B(\mathbb{P}^2) \setminus \text{Base}(g) \) by (2). \( \square \)

**Corollary 2.24.** — For each \( g \in W_\infty \) and each \( q \in B(\mathbb{P}^2) \), we have

\[
q \notin \text{Base}(g) \iff g(e_q) = e_q \text{ for some } \check{q} \in B(\mathbb{P}^2).
\]

**Proof.** — Follows from Lemma 2.23. \( \square \)

**Corollary 2.25.** — Let \( f, g \in W_\infty \) be such that \( \text{Base}(f) \subseteq \text{Base}(g^{-1}) \), then we have

\[
\text{Base}(f \circ g) \subseteq \text{Base}(g).
\]

**Proof.** — Take \( q \in B(\mathbb{P}^2) \setminus \text{Base}(g) \). Then, by Lemma 2.23, we have \( g(e_q) = e_q \) for some \( \check{q} \in B(\mathbb{P}^2) \setminus \text{Base}(g^{-1}) \). It follows that \( \check{q} \in B(\mathbb{P}^2) \setminus \text{Base}(f) \), so that \( f(e_{\check{q}}) = e_{\check{q}} \) for some \( \tilde{q} \in B(\mathbb{P}^2) \), i.e. \( f \circ g(e_q) = e_{\tilde{q}} \), proving that \( q \notin \text{Base}(f \circ g) \). \( \square \)
As explained before, the infinite Weyl group $W_\infty$ contains $\operatorname{Bir}(\mathbb{P}^2)$. In some sense, this corresponds to forgetting the configuration of points. However, several properties of the action of $\operatorname{Bir}(\mathbb{P}^2)$ on $\mathbb{Z}_{\geq 2}$ extend to $W_\infty$. For instance, the Noether equalities (Lemma 2.20(2)) are fulfilled by any element of $W_\infty$. A priori, the degree and multiplicities could be negative, but we will show that it is not the case (Lemma 2.26).

Also, there are some elements of $\mathbb{Z}_{\geq 2}$ which satisfy the Noether equalities but which are not in the orbit of $e_0$. However, there is an algorithm to decide if an element is in this orbit (Algorithm 3.7 below, corresponding to the classical Hudson test).

\textbf{Lemma 2.26.} — Let $f \in W_\infty \setminus \operatorname{Sym}_{\mathbb{P}^2}$.

1. For each finite set $\Delta = \{q_1, \ldots, q_s\} \subseteq \mathcal{B}(\mathbb{P}^2)$ of $s \geq 1$ points there exists a dense open set $U \subseteq (\mathbb{P}^2)^s$ such that for each $(p_1, \ldots, p_s) \in U$:
   
   \begin{enumerate}
   
   \item The points $p_1, \ldots, p_s$ are distinct;
   \item There exists an element $g \in \operatorname{Bir}(\mathbb{P}^2)$ satisfying
     \[ \deg g = \deg f \quad \text{and} \quad m_{p_i}(g) = m_{q_i}(f) \] for $i = 1, \ldots, s$.
   \end{enumerate}

2. The degree and multiplicities of $f$ satisfy
   \[ \deg f \geq 2 \quad \text{and} \quad m_q(f) \geq 0 \] for each $q \in \mathcal{B}(\mathbb{P}^2)$.

3. There exist $\alpha, \beta \in \operatorname{Sym}_{\mathbb{P}^2}$ and $g \in \operatorname{Bir}(\mathbb{P}^2)$, such that $f = \alpha \circ g \circ \beta$.

\textbf{Proof.} — Let us first observe that (2) and (3) follow from (1). Indeed, take for $\Delta$ the set $\operatorname{Base}(f) = \{q_1, \ldots, q_s\}$ and let $U$ be the corresponding open subset of $(\mathbb{P}^2)^s$ given by (1). Choose $(p_1, \ldots, p_s) \in U$ and choose $g \in \operatorname{Bir}(\mathbb{P}^2)$ such that $\deg g = \deg f$ and $m_{p_i}(g) = m_{q_i}(f)$ for $i = 1, \ldots, s$. Then choose $\beta \in \operatorname{Sym}_{\mathbb{P}^2}$ that sends $e_{q_i}$ onto $e_{p_i}$ for each $i$, and note that $\beta \circ f^{-1}(e_0) = g^{-1}(e_0)$. Hence, the element $\alpha = f \circ \beta^{-1} \circ g^{-1}$ belongs to $\operatorname{Sym}_{\mathbb{P}^2}$ by Lemma 2.20(4).

To prove (1), we write $f = \alpha \circ \sigma \circ \cdots \circ \alpha \circ \sigma \circ \alpha_0$ where $l \geq 1$, $\alpha_0, \ldots, \alpha_l \in \operatorname{Sym}_{\mathbb{P}^2}$ and prove the result by induction on $l$. As the result does not change under right or left multiplication by elements of $\operatorname{Sym}_{\mathbb{P}^2}$, we can moreover assume that $\alpha_0$ and $\alpha_l$ are equal to the identity. We can also always enlarge the set $\Delta$.

If $l = 1$, then $f = \sigma$, so that $f$ has degree 2 and three base-points of multiplicity 1 (see Example 2.15). We may assume that $q_1, q_2, q_3$ are the base-points of $f$. Then, we can choose for $U$ the open subset of points $(p_1, \ldots, p_s)$ in $(\mathbb{P}^2)^s$ where $p_1, \ldots, p_s$ are distinct and where $p_1, p_2, p_3$ are not collinear. For each $(p_1, \ldots, p_s) \in U$, we choose an element $\alpha \in \operatorname{Aut}(\mathbb{P}^2)$ sending $p_i$ onto $q_i$ for $i = 1, 2, 3$ and choose $g = f \circ \alpha$.

For $l = 2$, we write $f = f' \circ \sigma$ and apply the induction hypothesis to $f'$. Up to enlarging $\Delta = \{q_1, \ldots, q_s\}$, we may assume that $q_1 = [1 : 0 : 0], q_2 = [0 : 1 : 0], q_3 = [0 : 0 : 1]$. For each $i \geq 4$, define $q_i'$ as the unique point of $\mathcal{B}(\mathbb{P}^2)$ such that $\sigma(q_i) = q_i'$. For $i = 1, 2, 3$, set $q_i' = q_i$. One can assume that $\operatorname{Base}(f') \subseteq \{q_1', \ldots, q_s'\}$. Let $U' \subseteq (\mathbb{P}^2)^s$ be an open subset associated to $f'$ and $\Delta' = \{q_1', \ldots, q_s'\}$ via the induction hypothesis.

Let $T \subseteq (\mathbb{P}^2)^3$ be the open subset of triples $(p_1, p_2, p_3) \in (\mathbb{P}^2)^3$ such that the $p_i$ are in the affine chart $\{[x : y : z] \in \mathbb{P}^2, \ x \neq 0\}$ and are not collinear. We have

\[ T = \left\{ \left([1 : a_1 : a_2], [1 : a_3 : a_4], [1 : a_5 : a_6]\right) \mid a_1, \ldots, a_6 \in k, \ \det \left( \begin{smallmatrix} 1 & a_1 & a_3 \\ 0 & a_4 & a_6 \\ 0 & a_2 & a_5 \end{smallmatrix} \right) \neq 0 \right\}. \]
Let \( \rho: T \to \text{Aut}(\mathbb{P}^2) = \text{PGL}_3(k) \) be the morphism defined by
\[
\rho([1 : a_1 : a_2], [1 : a_3 : a_4], [1 : a_5 : a_6]) = \begin{pmatrix}
1 & 1 & 1 \\
1 & a_3 & a_5 \\
a_2 & a_4 & a_6
\end{pmatrix}.
\]

If \( T = (p_1, p_2, p_3) \) belongs to \( T \), we set
\[
\sigma_T := \rho(T) \circ \sigma \circ \rho(T)^{-1} \in \text{Bir}(\mathbb{P}^2).
\]

Note that \( \sigma_T \) is a quadratic involution having base-points at \( p_1, p_2, p_3 \).

We then denote by \( U \subseteq (\mathbb{P}^2)^s \) the dense open subset of \( s \)-uples \( p = (p_1, \ldots, p_s) \) such that:

1. No three of the points \( p_i \) are collinear (so that in particular the points \( p_i \) are distinct);
2. The triple \( T = (p_1, p_2, p_3) \) belongs to \( T \);
3. The \( s \)-uple \( p' = (p'_1, \ldots, p'_s) \) belongs to \( U' \), where the elements \( p'_i \) are defined by \( p'_i = p_i \) for \( i \leq 3 \) and by \( p'_i = \sigma_T(p_i) \in \mathbb{P}^2 \) for \( i \geq 4 \).

For each \( p \in U \), the corresponding \( p' \in U' \) yields an element \( g' \in \text{Bir}(\mathbb{P}^2) \) satisfying \( \deg g' = \deg f' \) and \( m_{q'_i}(f) = m_{q'_i}(f') \) for each \( i \). Taking \( \beta' \in \text{Sym}_{p_3} \) that sends \( e_{q'_i} \) onto \( e_{p'_i} \) for each \( i \), the fact that \( \text{Base}(f') \subseteq \{ q'_1, \ldots, q'_s \} \) implies as before that \( \beta'(f^{-1}(e_0)) = g'^{-1}(e_0) \), so \( f' = \alpha \circ g' \circ \beta' \), for some \( \alpha \in \text{Sym}_{p_3} \).

We write \( \nu = \rho(T) \in \text{Aut}(\mathbb{P}^2) \), \( \sigma_T = \nu \circ \sigma \circ \nu^{-1} \in \text{Bir}(\mathbb{P}^2) \) as before and obtain
\[
f = f' \circ \sigma = \alpha \circ g' \circ \beta' \circ \sigma = \alpha \circ g \circ \beta,
\]
where \( g = g' \circ \sigma_T \in \text{Bir}(\mathbb{P}^2) \) and \( \beta = \sigma_T \circ \beta' \circ \sigma = \nu \circ \sigma \circ \nu^{-1} \circ \beta' \circ \sigma \in \text{W}_\infty \). For \( i \in \{1, 2, 3\} \), both \( \nu \) and \( \beta' \) send \( e_{q_i} \) to \( e_{p_i} \), hence \( \nu^{-1} \circ \beta' \) fixes \( e_{q_i} \). This shows that \( \beta \in \text{Sym}_{p_3} \) (Lemma 2.20(5)), and thus that \( \deg g = \deg f \).

It remains to observe that \( \beta \) sends \( e_{q_i} \) to \( e_{p_i} \) for each \( i \), to obtain \( m_{p_i}(g) = m_{q_i}(f) \) for each \( i \). The fact that \( \nu^{-1} \circ \beta' \) fixes \( e_0 - e_{q_1} - e_{q_2} \) implies that \( \sigma \circ \nu^{-1} \circ \beta' \circ \sigma \) fixes \( e_0 - e_{q_1} - e_{q_2} = e_{q_3} \) (see Example 2.15) and thus that \( \beta \) sends \( e_{q_3} \) to \( e_{p_3} \). The same works for \( e_{q_1}, e_{q_2} \). For \( i \geq 4 \), we have
\[
\beta(e_{q_i}) = \sigma_T \circ \beta' \circ \sigma(e_{q_i}) = \sigma_T \circ \beta'(e_{q_i}) = \sigma_T(e_{q'_i}) = e_{p_i}.
\]

The first two corollaries of Lemma 2.26 are stated for an easier reading. The first one is [BC16a, Proposition 2.4]:

**Corollary 2.27.** — For each homaloidal type \( (d; m_1, \ldots, m_s) \), there exists a dense open subset \( U \subseteq (\mathbb{P}^2)^s \) such that for each \( (p_1, \ldots, p_s) \in U \) the following holds:

1. The points \( p_1, \ldots, p_s \) are distinct;
2. There exists a Cremona transformation \( f \in \text{Bir}(\mathbb{P}^2) \) such that
\[
f^{-1}(e_0) = de_0 - \sum_{i=1}^s m_i e_{p_i}.
\]

**Corollary 2.28.** — We have \( \text{W}_\infty = \text{Sym}_{p_2} \text{Bir}(\mathbb{P}^2) \text{Sym}_{p_2} \).

In the next two corollaries, we give information about the orbits of \( e_0, e_q \) and \( e_0 - e_q \), where \( q \) is a point of \( \mathcal{B}(\mathbb{P}^2) \). The first one is the following positivity result
on the degree and multiplicities of elements in the orbit of \( e_0 \), which also follows from [BC16b, Lemma 5.3] (with another proof).

**Corollary 2.29.** — Each element \( a \in W_\infty(e_0) \) can be written as

\[
a = (\deg a) \cdot e_0 - \sum_{q \in \text{Base}(a)} m_q(a) \cdot e_q,
\]

where \( \deg a \geq 1 \), \( m_q(a) \geq 1 \) for each \( q \in \text{Base}(a) \) and

\[
\sum_{q \in \text{Base}(a)} m_q(a) = 3(\deg a - 1), \quad \sum_{q \in \text{Base}(a)} (m_q(a))^2 = \deg(a)^2 - 1.
\]

Moreover, for any two distinct \( q, q' \in B(\mathbb{P}^2) \) we have \( m_q(a) + m_{q'}(a) \leq \deg a \).

**Proof.** — Write \( a = f(e_0) \) for some \( f \in W_\infty \), and decompose \( f = \alpha \circ g \circ \beta \) where \( \alpha, \beta \in \text{Sym}_{\mathbb{P}^2} \) and \( g \in \text{Bir}(\mathbb{P}^2) \), using Lemma 2.26(3). Hence, \( a = \alpha \circ g(e_0) \). The description above follows then from Lemmas 2.14 and 2.20. The inequality \( m_q(a) + m_{q'}(a) \leq \deg(a) \) can be checked for \( g(e_0) \), since \( \alpha \in \text{Sym}_{\mathbb{P}^2} \). We can moreover assume that \( q \in \mathbb{P}^2 \) and \( q' \) is either in \( \mathbb{P}^2 \) or in the first blow-up of \( q \) (since \( m_q(g(e_0)) \leq m_{q'}(g(e_0)) \) if \( q \geq q' \)). The result follows then from Bézout theorem, by intersecting the line through \( q \) and \( q' \) with the linear system corresponding to \( g(e_0) \).

The following result is obvious for orbits of \( \text{Bir}(\mathbb{P}^2) \) and is here generalised to orbits of \( W_\infty \). This allows to say that elements of \( W_\infty \) have a behaviour “not too far” from elements of \( \text{Bir}(\mathbb{P}^2) \). See also Lemma 2.26(3) for another result in this direction.

**Corollary 2.30.** — Let \( q \in B(\mathbb{P}^2) \) and let \( a \in W_\infty(e_0) \).

1. For each \( b \in W_\infty(e_0) \), we have \( a \cdot b \geq 1 \).
2. For each \( b \in W_\infty(e_0 - e_q) \), we have \( a \cdot b \geq 1 \).
3. For each \( b \in W_\infty(e_q) \), we have \( a \cdot b \geq 0 \).

**Proof.** — We apply an element of \( W_\infty \) and assume that \( b \) is equal to \( e_0, e_0 - e_q, e_q \) respectively. By Corollary 2.29, we have \( a = (\deg a) \cdot e_0 - \sum_{p \in \text{Base}(a)} m_p(a) \cdot e_p \), where \( \deg a \geq 1 \), \( m_p(a) \geq 1 \) for each \( p \in \text{Base}(a) \) and \( \sum_{p \in \text{Base}(a)} (m_p(a))^2 = \deg(a)^2 - 1 \). We then find that \( a \cdot b \) is equal to \( \deg a, \deg a - m_q(a), m_q(a) \) respectively. Assertions (1), (2), (3) are then given by \( \deg a \geq 1 \), \( (m_q(a))^2 \leq \deg(a)^2 - 1 \) and \( m_q(a) \geq 0 \).

### 2.3. Jonquières elements viewed in the Weyl group

We now define the analogue of the groups \( \text{Jonq}_p \subseteq \text{Bir}(\mathbb{P}^2) \) in the Weyl group:

**Definition 2.31.** — For each \( q \in B(\mathbb{P}^2) \) we define \( J_q \subseteq W_\infty \) as the subgroup

\[
J_q = \{ \varphi \in W_\infty \mid \varphi(e_0 - e_q) = e_0 - e_q \}.
\]

**Lemma 2.32.** — For each \( q \in \mathbb{P}^2 \), we have \( \text{Jonq}_q = J_q \cap \text{Bir}(\mathbb{P}^2) \).

**Proof.** — Let \( \pi: \mathbb{P}^2 \rightarrow \mathbb{P}^1 \) be the projection from \( q \), and let \( \eta: X \rightarrow \mathbb{P}^2 \) be the blow-up of \( q \). The result follows from the fact that \( e_0 - e_q \in \mathbb{Z}_{\mathbb{P}^2} \) corresponds to the divisor of \( \text{Pic}(X) \) associated with the fibres of the morphism \( \pi \circ \eta: X \rightarrow \mathbb{P}^1 \).
**Definition 2.33.** — For each $q \in \mathcal{B}(\mathbb{P}^2)$ and for each finite set $\Delta \subseteq \mathcal{B}(\mathbb{P}^2) \setminus \{q\}$ of even order $2n$, we define $\iota_q,\Delta \in J_q$ to be the involution given by

$$\iota_q,\Delta(e_0) = (n+1)e_0 - ne_q - \sum_{r \in \Delta} e_r, \quad \iota_q,\Delta(e_r) = e_0 - e_q - e_r, \ r \in \Delta,$$

$$\iota_q,\Delta(e_q) = ne_0 - (n-1)e_q - \sum_{r \in \Delta} e_r, \quad \iota_q,\Delta(e_r) = e_r, \ r \in \mathcal{B}(\mathbb{P}^2) \setminus (\Delta \cup \{q\}).$$

**Remark 2.34.** — In order to see that the elements $\iota_q,\Delta$ belong to $J_q \subseteq \mathcal{W}_\infty$, we can observe that $\iota_q,\emptyset$ is the identity, that $\iota_q,\Delta$ is equal to $\sigma$, up to left and right multiplication by elements of $\text{Sym}_{\mathbb{P}^2}$ when $\Delta$ contains 2 elements, and that $\iota_q,\Delta \circ \iota_q,\Delta' = \iota_q,(\Delta \cup \Delta') \setminus (\Delta \cap \Delta')$.

**Definition 2.35.** — Let $p_1, p_2, p_3 \in \mathcal{B}(\mathbb{P}^2)$ be 3 distinct points. We define $\sigma_{p_1,p_2,p_3} \in \mathcal{W}_\infty$ as the involution given by

$$\sigma_{p_1,p_2,p_3}(e_0) = 2e_0 - e_{p_1} - e_{p_2} - e_{p_3}, \quad \sigma_{p_1,p_2,p_3}(e_{p_i}) = e_0 - e_{p_i} - e_{p_3}, \quad \sigma_{p_1,p_2,p_3}(e_{p_3}) = e_0 - e_{p_1} - e_{p_2},$$

$$\sigma_{p_1,p_2,p_3}(e_r) = e_r, \ r \in \mathcal{B}(\mathbb{P}^2) \setminus \{p_1, p_2, p_3\},$$

We observe that $\sigma_{p_1,p_2,p_3} \in J_{p_i}$ for $i = 1, 2, 3$, and that $\sigma_{p_1,p_2,p_3} = \tau_{p_2,p_3} \circ \iota_{p_1,(p_2,p_3)}$, where $\tau_{p_2,p_3} \in \text{Sym}_{\mathbb{P}^2}$ is the transposition permuting $p_2$ and $p_3$.

**Remark 2.36.** — When $p_1 = [1 : 0 : 0], p_2 = [0 : 1 : 0], p_3 = [0 : 0 : 1]$, we observe that $\sigma_{p_1,p_2,p_3}$ is similar to the standard quadratic involution $\sigma : [x : y : z] \to [yz : xz : xy]$. It is however not realised by an element of $\text{Bir}(\mathbb{P}^2)$ as it fixes all points of $\mathbb{P}^2 \setminus \{p_1, p_2, p_3\}$. Moreover, $\sigma_{p_1,p_2,p_3}$ and $\iota_{p_1,(p_2,p_3)}$ both belong to $\text{Sym}_{\mathbb{P}^2} \sigma = \{\alpha \circ \sigma \mid \alpha \in \text{Sym}_{\mathbb{P}^2}\} \subseteq \mathcal{W}_\infty$.

**Lemma 2.37**

1. For each $q \in \mathcal{B}(\mathbb{P}^2)$ and each $\varphi \in J_q$, we have $m_q(\varphi) = \deg(\varphi) - 1$.
2. For each $q \in \mathcal{B}(\mathbb{P}^2)$ and each $\varphi \in \mathcal{W}_\infty$ with $m_q(\varphi) = \deg(\varphi) - 1$, the set

$$\Delta = \text{Base}(\varphi) \setminus \{q\}$$

has even cardinality $2n \geq 0$ and

$$\varphi^{-1}(e_0) = (\iota_{q,\Delta})^{-1}(e_0) = (n+1)e_0 - ne_q - \sum_{r \in \Delta} e_r = e_0 + \sum_{r \in \Delta} \left(\frac{e_0 - e_q}{2} - e_r\right).$$

This yields the existence of $\alpha \in \text{Sym}_{\mathbb{P}^2}$ such that

$$\varphi = \alpha \circ \iota_{q,\Delta}.$$ 

Moreover, $\alpha \in J_q$ if and only if $\varphi \in J_q$.

**Proof.**

1. The fact that $\varphi \in J_q$ implies that

$$\deg(\varphi) - m_q(\varphi) = (e_0 - e_q) \cdot \varphi^{-1}(e_0) = (e_0 - e_q) \cdot e_0 = 1.$$

2. Since $\Delta = \text{Base}(\varphi) \setminus \{q\}$ and $m_q(\varphi) = \deg(\varphi) - 1$, we can write

$$\varphi^{-1}(e_0) = (n+1)e_0 - ne_q - \sum_{r \in \Delta} m_re_r.$$
where \( n \geq 0 \) and \( m_r \geq 1 \) for each \( r \in \Delta \) (Corollary 2.29). The Noether equalities (Lemma 2.20(2)) yield \( \sum_{r \in \Delta} m_r = \sum_{r \in \Delta} (m_r)^2 = 2n \), so \( m_r = 1 \) for each \( r \in \Delta \), and thus \( \Delta \) contains \( 2n \) elements.

Since \( \varphi^{-1}(e_0) = (i_{q,\Delta})^{-1}(e_0) \), we have \( \varphi = \alpha \circ i_{q,\Delta} \) for some \( \alpha \in \text{Sym}_p(\Delta) \) (Corollary 2.21). Since \( i_{q,\Delta} \in J_q \), we have \( \alpha \in J_q \) if and only \( \varphi \in J_q \).

**Corollary 2.38.** — Any element \( \varphi \in J_q \) admits an expression

\[
\varphi = \alpha \circ i_{q,\Delta},
\]

where \( \Delta := \text{Base}(\varphi) \setminus \{ q \} \) has even order and \( \alpha \in \text{Sym}_p(\Delta) \cap J_q = \{ \beta \in \text{Sym}_p(\Delta) : \beta(q) = q \} \).

**Proof.** — Directly follows from Lemma 2.37.

**Corollary 2.39.** — If \( q, q' \in B(\mathbb{P}^2) \) are two distinct points, then \( J_q \cap J_{q'} \) consists of elements of degree 1 or 2.

**Proof.** — It follows from Lemma 2.37 that if \( \varphi \in J_q \) is a Jonquières element with \( \deg \varphi \geq 3 \), the multiplicity at \( q \) is \( \deg \varphi - 1 \geq 2 \) and \( q \) is the unique point having this multiplicity.

We now give the following definition, which generalises the one of Jonquières elements of \( \text{Bir}(\mathbb{P}^2) \), as Lemma 2.42 explains.

**Definition 2.40.** — An element \( \varphi \in W_\infty \) is said to be a Jonquières element if there exists a point \( q \in B(\mathbb{P}^2) \) such that \( m_q(\varphi) = \deg(\varphi) - 1 \).

**Lemma 2.41.** — Let \( \psi \in W_\infty \). The following conditions are equivalent:

1. \( \psi \) is a Jonquières element of \( W_\infty \);
2. There exist \( \alpha, \beta \in \text{Sym}_p(\mathbb{P}^2) \) and \( \varphi \in J_q \) such that \( \psi = \alpha \circ \varphi \circ \beta \);
3. There exist \( \alpha \in \text{Sym}_p(\mathbb{P}^2) \), \( q \in B(\mathbb{P}^2) \) and \( \varphi \in J_q \) such that \( \psi = \alpha \circ \varphi \);
4. There exist \( \alpha \in \text{Sym}_p(\mathbb{P}^2) \), \( q \in B(\mathbb{P}^2) \) and \( \varphi \in J_q \) such that \( \psi = \varphi \circ \alpha \);
5. There exist \( \alpha \in \text{Sym}_p(\mathbb{P}^2) \), \( q \in B(\mathbb{P}^2) \) and a finite set of even order \( \Delta \subseteq B(\mathbb{P}^2) \setminus \{ q \} \) such that \( \psi = \alpha \circ i_{q,\Delta} \).

**Proof.** — (1) \( \Rightarrow \) (5) is given by Lemma 2.37(2); (5) \( \Rightarrow \) (3) is given by the fact that \( i_{q,\Delta} \in J_q \) and (3) \( \Rightarrow \) (2) follows by taking \( \beta = \text{id} \).

(2) \( \Rightarrow \) (4). — Writing \( \varphi' = \alpha \circ \varphi \circ \alpha^{-1} \), we have \( \varphi'(e_0 - e_p) = e_0 - e_p \) where \( p \in B(\mathbb{P}^2) \) is the element such that \( \alpha(e_q) = e_p \). Hence \( \psi = \varphi' \circ \alpha' \) where \( \varphi' \in J_p \) and \( \alpha' = \alpha \circ \beta \in \text{Sym}_p(\mathbb{P}^2) \).

(4) \( \Rightarrow \) (1). — Taking \( p \in B(\mathbb{P}^2) \) such that \( \alpha(e_p) = e_q \) we get

\[
m_p(\psi) = e_p \cdot \varphi^{-1}(e_0) = \alpha(e_p) \cdot \varphi^{-1}(e_0) = e_q \cdot \varphi^{-1}(e_0) = m_q(\varphi) \text{ Lemma 2.37(1)} = \deg(\varphi) - 1.
\]

It remains to observe that

\[
\deg(\psi) = e_0 \cdot \varphi^{-1}(e_0) = \alpha(e_0) \cdot \varphi^{-1}(e_0) = e_0 \cdot \varphi^{-1}(e_0) = \deg(\varphi).
\]

**Lemma 2.42.** — Let \( f \in \text{Bir}(\mathbb{P}^2) \). The following conditions are equivalent:

1. \( f \) is a Jonquières element of \( \text{Bir}(\mathbb{P}^2) \);
2. \( f \) is a Jonquières element of \( W_\infty \);
3. There exist \( \alpha, \beta \in \text{Aut}(\mathbb{P}^2), q \in \mathbb{P}^2 \), and \( \varphi \in \text{Jonq}_q \subseteq \text{Bir}(\mathbb{P}^2) \) such that \( f = \alpha \circ \varphi \circ \beta \).
(4) There exist \( \alpha \in \text{Aut}(\mathbb{P}^2) \), \( q \in \mathbb{P}^2 \), and \( \varphi \in \text{Jonq}_q \subseteq \text{Bir}(\mathbb{P}^2) \) such that 
\[ f = \alpha \circ \varphi; \]
(5) There exist \( \alpha \in \text{Aut}(\mathbb{P}^2) \), \( q \in \mathbb{P}^2 \), and \( \varphi \in \text{Jonq}_q \subseteq \text{Bir}(\mathbb{P}^2) \) such that 
\[ f = \varphi \circ \alpha. \]

Proof. — By definition, \( f \) is a Jonquières element of \( \text{Bir}(\mathbb{P}^2) \) if and only if there exist two points \( p, q \in \mathbb{P}^2 \) such that the pencil of lines through \( p \) is sent to the pencil of lines through \( q \). Composing at the source or the target with a linear automorphism exchanging \( p \) and \( q \) yields then an element of \( \text{Jonq}_p \) or \( \text{Jonq}_q \). This establishes the equivalence of (1), (3), (4), (5). As \( \text{Aut}(\mathbb{P}^2) \subseteq \text{Sym}_{\mathbb{P}^2} \) and every Jonquières element of \( \text{Bir}(\mathbb{P}^2) \) is a Jonquières element of \( \text{W}_\infty \), we have (3) \( \Rightarrow \) (2) (Lemma 2.41). It remains then to prove (2) \( \Rightarrow \) (1). Assertion (2) implies that \( f \) has a base-point \( p \) of multiplicity \( \deg(f) - 1 \). We can moreover assume that \( p \) is a proper point of \( \mathbb{P}^2 \) (replacing \( p \) with the proper point \( p' \in \mathbb{P}^2 \) above which \( p \) lies only increases the multiplicity). The image of the pencil of lines through \( p \) is then a pencil of lines, passing thus through a point \( q \in \mathbb{P}^2 \). This achieves the proof. \( \square \)

Definition 2.43. — Two elements \( a, a' \) of \( \mathbb{Z}_{\mathbb{P}^2} \) are said to be equal modulo \( \text{Sym}_{\mathbb{P}^2} \) if there exists an element \( a \in \text{Sym}_{\mathbb{P}^2} \) such that \( a' = \alpha(a) \). This is written \( a \equiv_{\text{Sym}_{\mathbb{P}^2}} a' \).

Remark 2.44. — Two elements \( a, a' \) of \( \mathbb{Z}_{\mathbb{P}^2} \) are equal modulo \( \text{Sym}_{\mathbb{P}^2} \) if and only if they have the same degree and if there exists a bijection \( t: \text{Base}(a) \to \text{Base}(a') \) such that \( m_{\iota(p)}(a') = m_{\iota(p)}(a) \) for each \( p \in \text{Base}(a) \).

In particular, the set \( \text{W}_\infty(\epsilon_0)/\text{Sym}_{\mathbb{P}^2} \) of equivalence classes modulo \( \text{Sym}_{\mathbb{P}^2} \) in \( \text{W}_\infty(\epsilon_0) \) corresponds to the set of homaloidal types.

Lemma 2.45. — For any element \( a \in \mathbb{Z}_{\mathbb{P}^2} \) and any Jonquières element \( \varphi \in \text{W}_\infty \), the element \( \varphi(a) \) is equal to some element \( \iota_{\epsilon_0}(a) \) modulo \( \text{Sym}_{\mathbb{P}^2} \).

Proof. — This is a direct consequence of Corollary 2.38 and Definition 2.43. \( \square \)

We will use the following easy observation twice in the sequel.

Lemma 2.46. — Let \( \chi = (d; m_0, \ldots, m_r) \) be the homaloidal type of a birational transformation of \( \mathbb{P}^2 \), and let us assume that \( d \geq 2 \) and that \( m_0 \geq \cdots \geq m_r \geq 1 \). If \( m_0 + m_r = d \), then \( \chi = (d; d - 1, 1, \ldots, 1) \) is the homaloidal type of a Jonquières element. In particular, we remark for later use that \( r = 2d - 2 \) is even.

Proof. — As \( m_0 + m_i \leq d \) for each \( i \geq 1 \) (Corollary 2.29), we have \( m_1 = m_2 = \cdots = m_{r} = d - m_0 \). The second Noether equality (Lemma 2.20(2)) then gives 
\[ d^2 - 1 = (d - m_1)^2 + rm_1^2, \]
whence \( m_1(2d - m_1(r + 1)) = 1 \), so \( m_1 = 1 \) and \( r = 2d - 2 \). \( \square \)

2.4. Relation between the graph of Wright and \( \mathbb{Z}_{\mathbb{P}^2} \)

As explained in the introduction, the graph of Wright is associated to the right cosets modulo the three groups 
\[ G_0 = \text{Aut}(\mathbb{P}^2), \ G_1 = \text{Jonq}_p, \ G_2 = \pi^{-1} \text{Aut}(\mathbb{P}^1 \times \mathbb{P}^1)\pi, \]
given by two points $p, q \in \mathbb{P}^2$. Looking at the action of $\text{Bir}(\mathbb{P}^2)$ on $\mathbb{Z}_{2p}$, we can show that $G_0, G_1, G_2$ are the subgroups of $\text{Bir}(\mathbb{P}^2)$ that fix the elements $e_0, e_0 - e_p, 2e_0 - e_p - e_q$. One can thus see the graph of Wright as a subset of $\mathbb{Z}_{2p}$. Here is the announced relation between the length in the Cremona group and the distance in the graph of Wright:

**Lemma 2.47.** Let $\varphi$ be an element of $\text{Bir}(\mathbb{P}^2)$. Then, the distance between $G_0\varphi$ and $G_0\text{id}$ in the graph of Wright is equal to $2\lgth(\varphi)$.

**Proof.** Denote by $d(x, y)$ the distance between two vertices $x, y$ of the graph of Wright. As $G_0 = \text{Aut}(\mathbb{P}^2)$, we have $\lgth(\varphi) = 0 \iff \varphi \in \text{Aut}(\mathbb{P}^2) \iff G_0 = G_0\varphi \iff d(G_0\varphi, G_0) = 0$.

We can thus assume that $d(G_0\varphi, G_0) = n > 0$. This distance is equal to the length $n$ of the smallest path $v_0 = G_0, v_1, \ldots, v_n = G_0\varphi$ such that $v_0, \ldots, v_n$ are vertices of the graph and such that there is an edge between $v_i$ and $v_{i+1}$ for $i = 0, \ldots, n - 1$.

For $i = 0, \ldots, n$, we write $s_i \in \{0, 1, 2\}$ the element such that $v_i \in \mathcal{A}_{s_i}$. We then associate to the vertices elements $\varphi_0, \ldots, \varphi_{n-1} \in \text{Bir}(\mathbb{P}^2)$, such that $v_i = G_{s_i}\varphi_i$ and $v_{i+1} = G_{s_{i+1}}\varphi_i$, for $i = 0, \ldots, n-1$. For $i = 1, \ldots, n-1$, we have $v_i = G_{s_i}\varphi_i = G_{s_{i+1}}\varphi_{i+1}$, so there exists $s_i \in \mathcal{A}_{s_i}$ such that $\varphi_i = a_i\varphi_{i+1}$. We moreover have $G_0\varphi = v_n = G_0\varphi_{n-1}$, so there is $a_n \in G_0$ such that $\varphi = a_n\varphi_{n-1}$. Writing $a_0 = \varphi_0 \in G_0$, we obtain

$$\varphi = a_n a_{n-1} \ldots a_1 a_0.$$  

Conversely, every such decomposition provides a path, so $d(G_0\varphi, G_0)$ is the smallest integer $n$ such that $\varphi = a_n a_{n-1} \ldots a_1 a_0$, with $a_0, a_n \in G_0$ and $a_1, \ldots, a_{n-1} \in G_0 \cup G_1 \cup G_2$. Every decomposition of smallest length is such that two consecutive $a_i$ do not lie in the same group (otherwise we replace them by their composition and reduce the length).

Let us now show that there always exists a decomposition of smallest length involving only $G_0$ and $G_1$. Recall that $\text{Aut}(\mathbb{P}^1 \times \mathbb{P}^1) = \text{Aut}(\mathbb{P}^1) \times (\text{Aut}(\mathbb{P}^1) \times \langle \tau \rangle)$, where $\tau$ is the exchange of the two factors and $\text{Aut}(\mathbb{P}^1 \times \mathbb{P}^1) = \text{PGL}_2(\mathbb{P}^2)$. As $G_2 = \pi^{-1} \text{Aut}(\mathbb{P}^1 \times \mathbb{P}^1)\pi$ where $\pi: \mathbb{P}^2 \dashrightarrow \mathbb{P}^1 \times \mathbb{P}^1$ is the birational map induced by the projections away from $p$ and $q$, the relations $\pi^{-1} \text{Aut}(\mathbb{P}^1 \times \mathbb{P}^1)\pi \subset G_1$ and $\pi^{-1}\tau\pi \in G_0$ give us the inclusion $G_2 \subset (G_0G_1) \cap (G_1G_0)$. We can then replace in any decomposition of smallest length an element of $G_2$ by an element of $G_0G_1$ or $G_1G_0$, and simplify one of the elements with the next or the previous element.

We have then proven that $d(G_0\varphi, G_0)$ is the smallest integer $n = 2m$ such that $\varphi = a_n a_{n-1} \ldots a_1 a_0$, with $a_i \in G_0$ if $i$ is even and $a_i \in G_1$ for $i$ odd. This yields $d(G_0\varphi, G_0) = 2\lgth(\varphi)$.

### 3. The algorithm that computes the length and the proof of Theorem 1.5

In this section, we give the proof of Theorem 1.5, by first working in the infinite Weyl group introduced in Section 2 (in particular in Section 2.2) and get the analogue.
of Theorem 1.5 in $W_\infty$, namely Proposition 3.20. We then show (in Section 3.3) that the algorithm given in $W_\infty$ can actually be applied in $\text{Bir}(\mathbb{P}^2)$.

### 3.1. Degree, maximal multiplicity and comultiplicity

**Definition 3.1.** Let $a \in \mathbb{Z}_{\mathbb{P}^2}$. We define the maximal multiplicity of $a$ to be

$$m_{\text{max}}(a) = \max \{ m_q(a) \mid q \in \mathcal{B}(\mathbb{P}^2) \}$$

and say that $a$ has maximal multiplicity at $q \in \mathcal{B}(\mathbb{P}^2)$ if $m_q(a) = m_{\text{max}}(a)$.

We define the comultiplicity of $a$ to be $\text{comult}(a) = \deg a - m_{\text{max}}(a)$.

Following the spirit of Definition 2.18 (see also Remark 2.19) the maximal multiplicity and comultiplicity of an element $f \in W_\infty$ are defined by

$$m_{\text{max}}(f) = m_{\text{max}}(f^{-1}(e_0)) \quad \text{and} \quad \text{comult}(f) = \text{comult}(f^{-1}(e_0)).$$

**Lemma 3.2.** Let $a \in W_\infty(e_0)$.

1. If $\deg a = 1$, then $a = e_0$, $m_{\text{max}}(a) = 0$ and $\text{comult}(a) = 1$.
2. If $\deg a > 1$, then $1 \leq m_{\text{max}}(a) \leq \deg a - 1$ and $1 \leq \text{comult}(a) \leq \deg a - 1$.
3. $\deg a = 2 \iff m_{\text{max}}(a) = 1$.
4. $\text{comult}(a) = 1 \iff a = \varphi(e_0)$ for some Jonquières $\varphi \in W_\infty$.

**Proof.** If $\deg a = 1$, then $a = e_0$ (Corollary 2.29), so $m_{\text{max}}(a) = 0$ and $\text{comult}(a) = 1$.

If $\deg a > 1$, then $1 \leq m_{\text{max}}(a) \leq \deg a - 1$ follows from Noether equalities and positivity of multiplicities, see Corollary 2.29. This yields $1 \leq \text{comult}(a) \leq \deg a - 1$. Moreover, we have $m_{\text{max}}(a) = 1$ if and only if $\deg a = 2$ (again by Corollary 2.29), and $\text{comult}(a) = 1$ if and only if $a = \varphi(e_0)$, where $\varphi$ is Jonquières (Lemma 2.37(2)).

We will often apply quadratic maps in the sequel, and need the following basic lemma.

**Lemma 3.3.** Let $p_1, p_2, p_3 \in \mathcal{B}(\mathbb{P}^2)$ be three distinct points, let $\sigma_{p_1,p_2,p_3} \in W_\infty$ be as in Definition 2.35 and let $a \in \mathbb{Z}_{\mathbb{P}^2}$. Then the following hold:

1. $\sigma_{p_1,p_2,p_3}(a) = a \iff \deg \sigma_{p_1,p_2,p_3}(a) = \deg a \iff \deg(a) = m_{p_1}(a) + m_{p_2}(a) + m_{p_3}(a)$;
2. $\deg(\sigma_{p_1,p_2,p_3}(a)) < \deg(a) \iff \deg(a) < m_{p_1}(a) + m_{p_2}(a) + m_{p_3}(a)$;
3. $\deg(\sigma_{p_1,p_2,p_3}(a)) < \deg(a) \implies \text{comult}(\sigma_{p_1,p_2,p_3}(a)) < \text{comult}(a)$.

**Proof.** Writing $\xi = e_0 - e_{p_1} - e_{p_2} - e_{p_3}$, we prove that $\sigma_{p_1,p_2,p_3}(v) = v + (\xi \cdot v) \cdot \xi$ for each $v \in \mathbb{Z}_{\mathbb{P}^2}$. As $v \mapsto (\xi \cdot v) \cdot \xi$ is $\mathbb{Z}$-linear, it suffices to check this for $v = e_0$ and $v = e_q$, $q \in \mathcal{B}(\mathbb{P}^2)$, and this follows directly from the definition given in Definition 2.35. We find

$$\deg \sigma_{p_1,p_2,p_3}(a) = e_0 \cdot (a + (\xi \cdot a) \cdot \xi) = \deg(a) + \xi \cdot a = 2 \deg(a) - m_{p_1}(a) - m_{p_2}(a) - m_{p_3}(a).$$

Hence, $\deg \sigma_{p_1,p_2,p_3}(a) = \deg a$ if and only if $a \cdot \xi = 0$, which is equivalent to $\sigma_{p_1,p_2,p_3}(a) = a$. This yields (1). Assertion (2) also follows from the above equalities. To prove (3), we write $b = \sigma_{p_1,p_2,p_3}(a) = a - n \xi$ where $n = -(\xi \cdot a) > 0$ and choose a point $q \in \mathcal{B}(\mathbb{P}^2)$ where $a$ has maximal multiplicity. We have $\text{comult}(a) = \deg(a) - m_q(a) = a \cdot (e_0 - e_q) = b \cdot (e_0 - e_q) + n(\xi \cdot (e_0 - e_q))$. As $b \cdot (e_0 - e_q) = \deg(b) - m_q(b) \geq \text{comult}(b)$, it suffices to observe that $\xi \cdot (e_0 - e_q) \in \{0, 1\}$. 


Corollary 3.4. — If \( p_1, p_2, p_3 \in \mathcal{B}(\mathbb{P}^2) \) are three distinct points and \( a \in \mathbb{Z}_{\mathbb{P}^2} \) satisfies \( \deg(a) = m_{p_1}(a) + m_{p_2}(a) + m_{p_3}(a) \), then \( \iota_{p_1, \{p_2, p_3\}}(a) = \tau(a) \), where \( \tau \in \text{Sym}_{\mathbb{P}^2} \) is the permutation of \( p_2 \) and \( p_3 \).

Proof. — Follows from Lemma 3.3 and from the equality \( \iota_{p_1, \{p_2, p_3\}} = \tau \circ \sigma_{p_1, p_2, p_3} \). □

The following result is quite old, and was first showed by Max Noether. We give here a proof inspired by [AC02, Proposition 2.6.4].

Lemma 3.5. — Let \( a \in \mathbb{Z}_{\mathbb{P}^2} \) be such that \( a^2 = 1, \omega(a) = -3, \deg(a) \geq 2 \) and \( m_q(a) \geq 0 \) for each \( q \in \mathcal{B}(\mathbb{P}^2) \). Then, there exist three distinct points \( p_1, p_2, p_3 \in \text{Base}(a) \) such that

\[
\sum_{i=1}^{3} m_{p_i}(a) > \deg(a) \quad \text{(Noether inequality)}.
\]

Moreover, for all \( p_1, p_2, p_3 \) as above, we have \( \deg(\sigma_{p_1, p_2, p_3}(a)) < \deg(a) \).

Proof. — We write \( a = d e_0 - \sum_{i=1}^{r} m_{q_i} \), where \( d = \deg(a) \geq 2 \), \( p_1, \ldots, p_r \in \mathcal{B}(\mathbb{P}^2) \) are distinct points and \( m_i = m_{q_i}(a) \) for each \( i \), and \( m_1 \geq m_2 \geq \cdots \geq m_r \geq 0 \). The fact that \( a^2 = 1 \) and \( \omega(a) = -3 \) yield \( \sum m_i^2 = d^2 - 1 \), \( \sum m_i = 3(d - 1) \). This implies that \( m_i < d \) for each \( i \), and thus that \( r \geq 3 \) and \( m_3 > 0 \). We then compute

\[
(d - 1)(3m_3 - (d + 1)) = m_3(\sum m_i) - \sum m_i^2 = \sum m_i(m_3 - m_i) \geq 2 \sum_{i=1}^{2} m_i(m_3 - m_i).
\]

Adding \( (d - 1)(m_1 + m_2 - 2m_3) \) to both sides, we get

\[
(d - 1)(m_1 + m_2 + m_3 - (d + 1)) \geq (m_1 - m_3)(d - 1 - m_1) + (m_2 - m_3)(d - 1 - m_2).
\]

The right hand side being non-negative, we obtain \( m_1 + m_2 + m_3 > d \), as expected. The last part follows from Lemma 3.3(2).

Corollary 3.6. — Let \( a \in \mathcal{W}_\infty(e_0) \) be such that \( \deg(a) \geq 2 \) and let \( p \in \mathcal{B}(\mathbb{P}^2) \) be a point of maximal multiplicity of \( a \). Then, there exists \( \varphi \in J_p \) such that \( \deg(\varphi(a)) < \deg(a) \).

Proof. — By Lemma 3.5, there exist three distinct points \( p_1, p_2, p_3 \in \text{Base}(a) \) such that \( \sum_{i=1}^{3} m_{p_i}(a) > \deg(a) \). As \( p \) is a point of maximal multiplicity, we can assume \( p = p_1 \). We then choose \( \varphi = \sigma_{p, \{p_2, p_3\}} \in J_p \), which satisfies \( \deg(\varphi(a)) < \deg(a) \) (Lemma 3.5). □

Algorithm 3.7 (Hudson Test). — Lemma 3.5 yields the following algorithm, that decides whether an element of \( \mathbb{Z}_{\mathbb{P}^2} \) belongs to \( \mathcal{W}_\infty(e_0) \) or not. If \( a \) belongs to \( \mathcal{W}_\infty(e_0) \), one first needs to have \( a^2 = 1, \omega(a) = -3 \) (Noether equalities). If \( \deg(a) = 1 \), then \( a = e_0 \in \mathcal{W}_\infty(e_0) \). Otherwise, one needs to have \( \deg(a) \geq 2 \) and \( m_q(a) \geq 0 \) for each \( q \in \mathcal{B}(\mathbb{P}^2) \) (Corollary 2.29). Then one can apply Lemma 3.5 to obtain an element \( a' \in \mathcal{W}_\infty(a) \) of smaller degree, satisfying again the Noether equalities. If \( \deg(a') \geq 2 \) and the multiplicities are again non-negative, one again applies the corollary and decreases the degree. At some moment, either we obtain \( e_0 \), and then \( a \in \mathcal{W}_\infty(e_0) \), or we get some negative degree or multiplicity, and then \( a \notin \mathcal{W}_\infty(e_0) \) (by Corollary 2.29).
Example 3.8. — Take 12 different points \( q_1, \ldots, q_{12} \in \mathcal{B}(\mathbb{P}^2) \).

The element \( a = -\tau e_0 + \sum_{i=1}^{12} 2 e_{q_i} \in \mathbb{Z}_{\leq 0} \) satisfies the Noether equalities, but has negative degree (and negative multiplicities), hence does not belong to \( W_{\infty}(e_0) \).

The element \( a' = 3e_0 + e_{q_1} - \sum_{i=4}^{10} e_{q_i} \) satisfies the Noether equalities, has positive degree but has one negative multiplicity, hence does not belong to \( W_{\infty}(e_0) \).

By Definition 2.35, the element \( \sigma_{q_1, q_2, q_3}(a') \) is equal to \( a'' = 7e_0 - 3e_{q_1} - 4e_{q_2} - 4e_{q_3} - \sum_{i=4}^{10} e_{q_i} \). This element satisfies the Noether equalities, has positive degree and non-negative multiplicities but does not belong to \( W_{\infty}(e_0) \), as \( a' \) does not.

3.2. Predecessors

Lemma 3.9. — Let \( a \in W_{\infty}(e_0) \), \( g \in W_{\infty} \), and \( p_1, p_2 \in \mathcal{B}(\mathbb{P}^2) \) be two distinct points. Denote by \( \tau \in \text{Sym}_{\mathbb{P}^2} \) the transposition that exchanges \( p_1 \) and \( p_2 \). The comparison of the two elements \( b = g(a) \) and \( c = \tau \circ g \circ \tau(a) \) of \( W_{\infty}(e_0) \) is given as follows:

\[
\deg(c) - \deg(b) = (m_{p_1}(a) - m_{p_2}(a))(m_{p_1}(g) - m_{p_2}(g)).
\]

Moreover, the following hold:

1. \( \deg(b) = \deg(c) \Leftrightarrow b \equiv_{\text{Sym}_{\mathbb{P}^2}} c \);
2. \( \deg(b) > \deg(c) \Rightarrow \text{comult}(b) \geq \text{comult}(c) \);
3. \( \deg(b) < \deg(c) \Rightarrow \text{comult}(b) \leq \text{comult}(c) \).

Proof. — For all \( \alpha \in \mathbb{Z}_{\mathbb{P}^2} \) we have \( \tau(a) - \alpha = (m_{p_1}(\alpha) - m_{p_2}(\alpha))(e_{p_1} - e_{p_2}) \). This yields

\[
(\tau(a) - \alpha) \cdot \beta = (m_{p_1}(\alpha) - m_{p_2}(\alpha))(m_{p_1}(\beta) - m_{p_2}(\beta))
\]

for all \( \alpha, \beta \in \mathbb{Z}_{\mathbb{P}^2} \).

We then write \( \Lambda = g^{-1}(e_0) \), and obtain \( m_{p_i}(\Lambda) = m_{p_i}(g) \) for \( i = 1, 2 \). As \( \deg(c) = \deg(g \circ \tau(a)) \), we get

\[
\deg(c) - \deg(b) = (g \circ \tau(a) - g(a)) \cdot e_0 = (\tau(a) - \alpha) \cdot g^{-1}(e_0) = (\tau(a) - \alpha) \cdot \Lambda
\]

\[
= (m_{p_1}(\alpha) - m_{p_2}(\alpha))(m_{p_1}(\Lambda) - m_{p_2}(\Lambda))
\]

\[
= (m_{p_1}(a) - m_{p_2}(a))(m_{p_1}(g) - m_{p_2}(g)),
\]

which achieves the proof of (3.1).

1. — If \( b \equiv_{\text{Sym}_{\mathbb{P}^2}} c \), then \( c \cdot e_0 = b \cdot e_0 \), as \( e_0 \) is fixed by \( \text{Sym}_{\mathbb{P}^2} \), i.e. \( \deg(c) = \deg(b) \).

Conversely, we suppose that \( \deg(c) = \deg(b) \), which implies that \( m_{p_1}(a) = m_{p_2}(a) \) or \( m_{p_1}(g) = m_{p_2}(g) \) (by (3.1)), and we want to prove that \( b \equiv_{\text{Sym}_{\mathbb{P}^2}} c \). If \( m_{p_1}(a) = m_{p_2}(a) \), then \( \tau(a) = a \), which yields \( c = \tau \circ g \circ \tau(a) = \tau(g(a)) = \tau(b) \). If \( m_{p_1}(g) = m_{p_2}(g) \), then \( \tau(\Lambda) = \Lambda \), i.e. \( (g \circ \tau)^{-1}(e_0) = g^{-1}(e_0) \). There exists thus \( \beta \in \text{Sym}_{\mathbb{P}^2} \) such that \( \beta \circ g = g \circ \tau \) (Corollary 2.21). This yields \( c = \tau \circ g \circ \tau(a) = \tau \circ \beta \circ g(a) = (\tau \circ \beta)(b) \in W_{\infty}(e) \).

2. — Assume that \( \deg(b) > \deg(c) \). Up to exchanging \( p_1 \) and \( p_2 \), we can assume that \( m_{p_1}(a) > m_{p_2}(a) \) and \( m_{p_1}(g) < m_{p_2}(g) \) (by (3.1)). To show that \( \text{comult} b =...
comult \( g(a) \geq \text{comult} \circ \tau \circ g \circ \tau(a) = \text{comult} c \), we denote by \( q \in \mathcal{B}(\mathbb{P}^2) \) a point of minimal degree. Let write \( \Gamma = g^{-1}(e_0 - e_q) \). This yields

\[
\text{comult} b = (e_0 - e_q) \cdot g(a) = g^{-1}(e_0 - e_q) \cdot a = \Gamma \cdot a,
\]

\[
\text{comult} c \leq (e_0 - \tau(e_q)) \cdot c = (\tau \circ g \circ \tau)^{-1}(e_0 - \tau(e_q)) \cdot a = \tau(\Gamma) \cdot a.
\]

We then have

\[
\text{comult} c - \text{comult} b \leq (\tau(\Gamma) - \Gamma) \cdot a \overset{(3.2)}{=} (m_{p_1}(\Gamma) - m_{p_2}(\Gamma)) \cdot (m_{p_1}(a) - m_{p_2}(a)),
\]

hence to prove the inequality \( \text{comult} b \geq \text{comult} c \), it remains to see that \( m_{p_1}(\Gamma) - m_{p_2}(\Gamma) > 0 \) is impossible (as \( m_{p_1}(\Gamma) > m_{p_2}(\Gamma) \)). Indeed, this would yield (as \( m_{p_1}(\Lambda) < m_{p_2}(\Lambda) \))

\[
(\tau(\Gamma) - \Gamma) \cdot \Lambda \overset{(3.2)}{=} (m_{p_1}(\Gamma) - m_{p_2}(\Gamma)) \cdot (m_{p_1}(\Lambda) - m_{p_2}(\Lambda)) < 0,
\]

which implies that \( \tau(\Gamma) \cdot \Lambda < (\Gamma) \cdot \Lambda = g^{-1}(e_0 - e_q) \cdot g^{-1}(e_0) = (e_0 - e_q) \cdot e_0 = 1 \). This is impossible as \( \tau(\Gamma) \in W_\infty(e_0 - e_q) \) and \( \Lambda \in W_\infty(e_0) \) (see Corollary 2.30(2)).

(3). This assertion follows from (2) by replacing \( g \) with \( \tau \circ g \circ \tau \), which exchanges \( b \) and \( c \). \( \square \)

**Definition 3.10.** — Let \( a \in W_\infty(e_0) \). A predecessor of \( a \) is an element of \( \{ \varphi(a) \mid \varphi \in W_\infty \text{ is a Jonquières element} \} \)

of minimal degree.

If \( a \in W_\infty(e_0) \) has degree at least 2 (i.e. \( a \neq e_0 \), see Corollary 2.29), it follows from Corollary 3.6 that the predecessors of \( a \) have degree smaller than \( a \). The following fundamental lemma establishes (among others) the uniqueness of a predecessor modulo \( \text{Sym}_{\mathbb{P}^2} \), and gives an explicit way to compute a predecessor.

**Lemma 3.11.** — Let \( a \in W_\infty(e_0) \) be an element of degree \( d > 1 \). Denote by \( (d; m_0, \ldots, m_r) \) its homaloidal type, where we may assume that \( m_0 \geq \cdots \geq m_r \geq 1 \). Setting \( m_i = 0 \) for \( i > r \), we obtain an infinite non-increasing sequence \( (m_i)_{i \geq 0} \). We will say that an ordering \( p_0, \ldots, p_r \) of the base-points of \( a \) is non-increasing if the (finite) sequence of multiplicities \( i \mapsto m_{p_i}(a) \) is non-increasing. Equivalently, this means that \( m_{p_i}(a) = m_i \) for \( 0 \leq i \leq r \). Then, the following assertions are satisfied:

1. The set \( S = \{ s \geq 1 \mid m_0 + m_{2s+1} + m_{2s} \geq d \geq m_0 + m_{2s+1} + m_{2s+2} \} \) is a non-empty subset of consecutive integers of the interval \( [1; \frac{r}{2}] \subseteq \mathbb{R} \) (whence \( r \geq 2 \)).

2. All predecessors of \( a \) are equal modulo \( \text{Sym}_{\mathbb{P}^2} \).

3. Choose any non-increasing ordering \( p_0, \ldots, p_r \) of the base-points of \( a \). Then, for each integer \( s \in [1; \frac{r}{2}] \) and each \( \alpha \in \text{Sym}_{\mathbb{P}^2} \), the element \( \alpha \circ \iota_{p_0, \ldots, p_2s+1}(a) \) is a predecessor of \( a \) if and only if \( s \in S \).

4. If \( \varphi \in W_\infty \) is a Jonquières element such that \( \varphi(a) \) is a predecessor of \( a \), then \( \varphi \) is equal to \( \alpha \circ \iota_{p_0, \ldots, p_2s+1} \) for some choice of a non-increasing ordering \( p_0, \ldots, p_r \) of the base-points of \( a \), and for some \( \alpha \in \text{Sym}_{\mathbb{P}^2} \), \( s \in S \). In particular, we have \( \text{Base}(\varphi) \subseteq \text{Base}(a) \).

5. If \( \varphi \in W_\infty \) is a Jonquières element, and \( c \) is a predecessor of \( a \), then \( \text{comult}(\varphi(a)) \geq \text{comult}(c) \). In particular, we have \( \text{comult}(a) \geq \text{comult}(c) \).
Proof. — We prove three assertions:

(I). — Proof of (1).

The inequality $r \geq 2$ follows from Lemma 3.5. We now show that the non-increasing sequence $i \mapsto u_i$ defined by $u_i := m_0 + m_{2i-1} + m_{2i}$ for $i \geq 1$ satisfies

(Ia) $u_1 > d$, and;

(IB) $u_i < d$ for $i > r/2$.

(IA). — The inequality $u_1 = m_0 + m_1 + m_2 > d$ is Noether inequality (Lemma 3.5).

(IB). — The inequality $2i > r$ yields $m_{2i} = 0$, which gives $u_i = m_0 + m_{2i-1} \leq m_0 + m_{2i-2} \leq \cdots \leq m_0 + m_1 \leq d$ (Corollary 2.29). It remains to observe that $m_1 = m_2 = \cdots = m_{2i-1} = d - m_0$ and $r = 2i - 1$ is impossible (Lemma 2.46). Therefore, (IA) and (IB) are proven. These assertions imply (1) because of the equality $\mathcal{S} = \{s \geq 1 \mid u_s \geq d \geq u_{s+1}\}$.

(II). — For any non-increasing ordering $p_0, \ldots, p_r$ of the base-points of $a$, for any $\alpha \in \text{Sym}_{\mathbb{P}^2}$, and for any $s \in \mathcal{S}$, the elements $\alpha \circ t_{p_0,\{p_1,\ldots,p_s\}}(a)$ are all equal modulo $\text{Sym}_{\mathbb{P}^2}$.

Firstly, we fix a non-increasing ordering $p_0, \ldots, p_r$ of the base-points of $a$. Define $t_s = t_{p_0,\{p_1,\ldots,p_s\}}$ and $c_s = t_s(a)$ for each integer $s \in [1; \frac{r}{2}]$, and show that $c_s \equiv \text{Sym}_{\mathbb{P}^2} c_{s'}$ for all $s, s' \in \mathcal{S}$. By (1), it suffices to prove this in the case where $s' = s + 1$. The fact that $s, s+1 \in \mathcal{S}$ implies that $d = u_{s+1} = m_0 + m_{2s+1} + m_{2s+2}$, which means that $(e_0 - e_{p_0} - e_{p_{2s+1}} - e_{p_{2s+2}}) \cdot a = 0$ and implies that $t_{p_0,\{p_{2s+1},p_{2s+2}\}}(a) = \tau(a)$ where $\tau \in \text{Sym}_{\mathbb{P}^2}$ is the permutation of $p_{2s+1}$ and $p_{2s+2}$ (Corollary 3.4). We moreover observe that $t_s = t_{p_0,\{p_1,\ldots,p_s\}}$ fixes $p_{2s+1}$ and $p_{2s+2}$, and thus commutes with $\tau$. This yields $c_{s'} = t_{s+1}(a) = t_s(t_{p_0,\{p_{2s+1},p_{2s+2}\}}(a)) = t_s(\tau(a)) = \tau(t_s(a)) = \tau(c_s)$ as desired.

Secondly, we observe that the class of $t_s(a)$ does not depend on the non-increasing ordering $p_0, \ldots, p_r$ of the base-points of $a$. Indeed, two different orderings only differ by some product of transpositions of two points having the same multiplicity. The result then follows from Lemma 3.9.

(III). — For each Jonquières element $\varphi \in \mathcal{W}_\infty$, one of the following holds:

(A) $\varphi = \alpha \circ t_{p_0,\{p_1,\ldots,p_s\}}$ for some non-increasing ordering $p_0, \ldots, p_r$ of the base-points of $a$, for some $\alpha \in \text{Sym}_{\mathbb{P}^2}$, and some $s \in \mathcal{S}$.

(B) There exists a Jonquières element $\varphi' \in \mathcal{W}_\infty$ such that $\deg(\varphi'(a)) < \deg(\varphi(a))$ and $\text{comult}(\varphi'(a)) \leq \text{comult}(\varphi(a))$.

Moreover, for any non-increasing ordering $p_0, \ldots, p_r$ of the base-points of $a$, for any $\alpha \in \text{Sym}_{\mathbb{P}^2}$, and any integer $s \in [1; \frac{r}{2}] \setminus \mathcal{S}$, if we set $\varphi = \alpha \circ t_{p_0,\{p_1,\ldots,p_s\}}$, then the assertion (B) is satisfied.

We fix a Jonquières element $\varphi \in \mathcal{W}_\infty$ and choose $l + 1$ distinct points $p_0, \ldots, p_l \in \mathcal{B}(\mathbb{P}^2)$ such that $\{p_0, \ldots, p_l\} = \text{Base}(\varphi) \cup \text{Base}(\alpha)$ (whence $l \geq r$).

Suppose that there exist $i, j \in \{0, \ldots, l\}$ such that $(m_{p_i}(a) - m_{p_j}(a))(m_{p_i}(\varphi) - m_{p_j}(\varphi)) < 0$. We denote by $\tau \in \text{Sym}_{\mathbb{P}^2}$ the permutation of $p_i$ and $p_j$, write $\varphi' = \tau \circ \varphi \circ \tau$ (which is again a Jonquières element, by Lemma 2.41), and get $\deg(\varphi'(a)) = \deg(\varphi(a)) \leq (m_{p_i}(a) - m_{p_j}(a))(m_{p_i}(\varphi) - m_{p_j}(\varphi)) < 0$. Moreover, Lemma 3.9(3) yields $\text{comult}(\varphi'(a)) \leq \text{comult}(\varphi(a))$. We are then in case (B).
We can therefore assume, after reordering the points $p_i$, that
\[ m_{p_0}(a) \geq m_{p_1}(a) \geq \cdots \geq m_{p_r}(a), \quad m_{p_0}(\varphi) \geq m_{p_1}(\varphi) \geq \cdots \geq m_{p_r}(\varphi). \]
In particular, Base($a$) = $\{p_k \mid k \in \{1, \ldots, l\}\}$ and $m_{p_k}(a) > 0 = \{p_0, \ldots, p_r\}$, and the base-points $p_0, \ldots, p_r$ of $a$ are given in non-increasing order. Moreover, $\varphi$ has maximal multiplicity at $p_0$. By Corollary 3.2 (2), this implies that $1 \leq m_{p_0}(\varphi) \leq \deg(\varphi) - 1$. Since $\varphi$ is a Jonquières element of $W_\infty$, it has a point of multiplicity $\deg(\varphi) - 1$. There exists thus $\alpha \in \Sym_2$, such that $\varphi = \alpha \circ \iota_{p_0, \Delta}$, where $\Delta = \text{Base}(\varphi) \setminus \{p_0\} = \{p_k \mid k \in \{1, \ldots, l\}\}$ and $m_{p_k}(\varphi) > 0$ has even cardinality (Lemma 2.37 (2)). It follows that the set $\Delta$ is equal to $\{p_1, \ldots, p_s\}$ for some $s \geq 1$. If $s \in \mathcal{S}$, we are in case (A).

We now assume that $s \notin \mathcal{S}$, and show that we are in case (B), with $\varphi' = \varphi_{p_0, \{p_1, \ldots, p_s\}}$, for some $s' \in \{s \pm 1\}$. We then only need to show that $\deg(c_{s'}) < \deg(c_s)$ and $\text{comult}(c_{s'}) \leq \text{comult}(c_s)$, where $c_s, c_{s'}$ are defined as in the proof of (II). As $s \notin \mathcal{S}$, we have either $u_s < d$ or $u_{s+1} > d$ (where $u$ is the sequence defined above, in the proof of (I)).

If $u_s < d$, then $s > 1$ by (Ia), and we choose $s' = s - 1 \geq 1$. As $c_{s'} = \iota_{p_0, \{p_{s-1}, p_s\}}(c_s)$ is equal to $\sigma_{p_0, p_{s-1}, p_s}(c_s)$ modulo $\Sym_{p_2}$ (Definition 2.35), it suffices to prove that $(e_0 - e_{p_0} - e_{p_{s-1}} - e_{p_s}) \cdot c_s < 0$ (Lemma 3.3), which follows from
\[
(e_0 - e_{p_0} - e_{p_{s-1}} - e_{p_s}) \cdot c_s = \iota_s(e_0 - e_{p_0} - e_{p_{s-1}} - e_{p_s}) \cdot a = -(e_0 - e_{p_0} - e_{p_{s-1}} - e_{p_s}) \cdot a = u_s - d.
\]

If $u_{s+1} > d$, we choose $s' = s + 1$, which belongs to $[1; \frac{r}{2}] \subseteq [1; \frac{5}{2}]$ by (Ib). As before, it suffices to check that $(e_0 - e_{p_0} - e_{p_{s+1}} - e_{p_{s+2}}) \cdot c_s < 0$, which follows from
\[
(e_0 - e_{p_0} - e_{p_{s+1}} - e_{p_{s+2}}) \cdot c_s = \iota_s(e_0 - e_{p_0} - e_{p_{s+1}} - e_{p_{s+2}}) \cdot a = (e_0 - e_{p_0} - e_{p_{s+1}} - e_{p_{s+2}}) \cdot a = d - u_{s+1}.
\]

This achieves the proof of (III), which gives (4). Together with (II) and since $a$ admits at least one predecessor, this also gives (2) and (3). It remains to prove (5). We do it by induction on $\deg(\varphi(a))$. The minimal case is when $\varphi(a)$ is a predecessor of $a$, so $\varphi(a) = c_{\Sym_{p_2}} c$ by (2), whence $\text{comult}(\varphi(a)) = \text{comult}(c)$. If $\deg(\varphi(a)) > \deg(c)$, then, by (III), there exists a Jonquières element $\varphi' \in W_\infty$ such that $\deg(\varphi(a)) > \deg(\varphi'(a))$ and $\text{comult}(\varphi(a)) \geq \text{comult}(\varphi'(a))$. Since we have $\text{comult}(\varphi'(a)) \geq \text{comult}(c)$ by the induction hypothesis, the result follows.

Here is an example where the set $\mathcal{S}$ of Lemma 3.11 contains 2 elements. However, we do not know whether $\mathcal{S}$ can contain more than 2 elements or not.

**Example 3.12.** — Take 6 different points $p_0, \ldots, p_5 \in B(\mathbb{P}^2)$. By Definition 2.35, the element $\sigma_{p_0, p_1, p_2} \circ \sigma_{p_3, p_4, p_5}(e_0) \in W_\infty(e_0)$ is equal to $a = 4e_0 - 2e_{p_0} - 2e_{p_1} - 2e_{p_2} - e_{p_3} - e_{p_4} - e_{p_5}$. Its homaloidal type is $(4; 2, 2, 2, 1, 1, 1)$ and the set $\mathcal{S}$ of Lemma 3.11 (1) is equal to $\mathcal{S} = \{1, 2\}$. By Lemma 3.11 (3), the elements $\iota_{p_0, \{p_1, \ldots, p_s\}}(a)$, $s \in \mathcal{S}$, are predecessors of $a$. By Definition 2.33, we get
\[
\iota_{p_0, \{p_1, p_2\}}(a) = 2e_0 - e_{p_3} - e_{p_4} - e_{p_5} = \iota_{p_0, \{p_1, \ldots, p_4\}}(a).
\]
As claimed by Lemma 3.11 (2), these two predecessors are equal modulo $\Sym_{p_2}$ (since they are even equal).
COROLLARY 3.13. — All predecessors of an element \(a \in W_\infty(e_0)\) are equal modulo \(\text{Sym}_{p^2}\) and only depend on the class of \(a\) modulo \(\text{Sym}_{p^2}\).

Proof. — We first observe that the predecessors of \(a \in W_\infty(e_0)\) are equal modulo \(\text{Sym}_{p^2}\). If \(a = e_0\), this is because \(e_0\) is the only predecessor of \(a\); otherwise, it follows from Lemma 3.11(2). We then observe that the sets of predecessors of \(a\) and of \(\alpha(a)\) are equal, for each \(\alpha \in \text{Sym}_{p^2}\).

Remark 3.14. — By Remark 2.44, a homaloidal type may be identified with an element of \(W_\infty(e_0)/\text{Sym}_{p^2}\). It follows from Corollary 3.13 that for each homaloidal type \(\chi \in W_\infty(e_0)/\text{Sym}_{p^2}\), one can define its (unique) predecessor \(\chi_1 \in W_\infty(e_0)/\text{Sym}_{p^2}\) in the following way: Choose any representative \(a \in W_\infty(e_0)\) of the coset \(\chi_1\), then \(\chi_1\) is defined as the equivalence class modulo \(\text{Sym}_{p^2}\) in \(W_\infty(e_0)\) of any predecessor \(a_1 \in W_\infty(e_0)\) of \(a\).

Assume that \(\chi = (d; m_0, \ldots, m_r)\) with \(d \geq 2\) and \(m_0 \geq \cdots \geq m_r \geq 1\). Choose an integer \(s \in [1, \frac{r}{2}]\) such that \(m_0 + m_{2s-1} + m_{2s} \geq d = m_0 + m_{2s+1} + m_{2s+2}\) (this is doable thanks to Lemma 3.11(3)). Then

\[
\chi_1 = (d - \varepsilon; m_0 - \varepsilon, d - m_0 - m_1, \ldots, d - m_0 - m_{2s}, m_{2s+1}, \ldots, m_r)
\]

where \(\varepsilon = \sum_{i=1}^{s} (m_0 + m_{2i-1} + m_{2i} - d)\) is positive (the form of \(\chi_1\) follows from Lemma 3.11(3)). Of course, as usual, we can remove the multiplicities which are zero and order the remaining ones in a non-decreasing manner.

Example 3.15. — To simplify the notation, a sequence of \(s\) multiplicities \(m\) is written \(m^s\). In the following list, the notation \(\chi_1 - \chi\) means that \(\chi_1\) is the predecessor of the homaloidal type \(\chi\).

\[
(d; d - 1, 1^{2d-2})-(1); \quad (4; 2^4, 1^3)-(2; 1^3); \quad (38; 18, 13^4, 12^4, 6)-(23; 12, 8^3, 7^3, 6, 3); \quad (16; 6^5, 5^3)-(12; 5^3, 4^3, 2); \quad (5; 2^5)-(3; 2, 1^4); \quad (74; 28, 27^5, 19^2, 18)-(58; 27, 19^6, 18, 12).
\]

Lemma 3.16. — Let \(f, g \in W_\infty\) be elements such that \(\text{Base}(f) \cap \text{Base}(g^{-1}) = \emptyset\) and \(\deg(g) = d > 1\). Defining \(h = f \circ g\), the following hold:

1. \(\deg(h) = \deg(f) \cdot \deg(g)\) and \(|\text{Base}(h)| = |\text{Base}(f)| + |\text{Base}(g)|\).
2. If \(\varphi \in W_\infty\) is a Jonquières element such that \(\varphi(g^{-1}(e_0))\) is a predecessor of \(g^{-1}(e_0)\), then \(\varphi(h^{-1}(e_0))\) is a predecessor of \(h^{-1}(e_0)\).

Proof. — If \(\deg(f) = 1\), we get \(\text{Base}(f) = \emptyset, f^{-1}(e_0) = e_0\) and \(h^{-1}(e_0) = g^{-1}(e_0)\), so that there is nothing to check. We can then assume that \(\deg(f) = D > 1\). If \((d; m_0, \ldots, m_r)\) and \((D; \mu_{r+1}, \ldots, \mu_l)\) are the homaloidal types of \(g\) and \(f\) with \(m_0 \geq \cdots \geq m_r \geq 1\) and \(\mu_{r+1} \geq \cdots \geq \mu_l \geq 1\), choose orderings \(p_0, \ldots, p_r\) and \(q_{r+1}, \ldots, q_l\) of the base-points of \(g\) and \(f\) such that

\[
g^{-1}(e_0) = de_0 - \sum_{i=0}^{r} m_ie_{p_i} \quad \text{and} \quad f^{-1}(e_0) = De_0 - \sum_{i=r+1}^{l} \mu_ie_{q_i}.
\]

Since \(\text{Base}(f) \cap \text{Base}(g^{-1}) = \emptyset\), there exist points \(p_{r+1}, \ldots, p_l \in B(F^2) \setminus \text{Base}(g) = B(F^2) \setminus \{p_0, \ldots, p_r\}\) such that \(g^{-1}(e_{q_i}) = e_{p_i}\) for \(i = r + 1, \ldots, l\) (Lemma 2.23). We
then obtain
\[ h^{-1}(e_0) = g^{-1}(De_0 - \sum_{i=r+1}^l \mu_i e_{p_i}) = Dg^{-1}(e_0) - \sum_{i=r+1}^l \mu_i e_{p_i}, \]

This already proves (1). It then remains to show (2). As \( \varphi(g^{-1}(e_0)) \) is a predecessor of \( g^{-1}(e_0) \), Lemma 3.11(4) provides (up to a re-ordering of the points \( p_0, \ldots, p_r \)) an element \( \alpha \in \text{Sym}_{p_2} \) and an integer \( s \in [1; \frac{r}{2}] \) satisfying
\[
(3.3) \quad m_0 + m_{2s-1} + m_{2s} \geq d \geq m_0 + m_{2s+1} + m_{2s+2}
\]
(where \( m_i = 0 \) if \( i > r \)) such that \( \varphi = \alpha \circ \iota_{p_0, \{p_1, \ldots, p_s\}} \). Since \( \mu_{r+1} \leq D - 1 \) (Corollary 2.29), we have
\[ m_{p_0}(h) = m_0 D \geq \cdots \geq m_{p_r}(h) = m_r D > m_{p_{r+1}}(h) = \mu_{r+1} \geq \cdots \geq m_{p_t}(h) = \mu_t. \]

According to Lemma 3.11(3) for showing that \( \varphi(h^{-1}(e_0)) \) is a predecessor of \( h^{-1}(e_0) \) it is sufficient (and necessary) to prove that
\[ m_{p_0}(h) + m_{p_{2s-1}}(h) + m_{p_{2s}}(h) \geq Dd \geq m_{p_0}(h) + m_{p_{2s+1}}(h) + m_{p_{2s+2}}(h). \]

If \( 2s + 2 \leq r \), this is just (3.3) multiplied by \( D \). Let us therefore now assume that \( 2s + 2 > r \), so that we have \( 2s + 2 \in \{r + 1, r + 2\} \). If \( 2s + 2 = r + 2 \), it suffices to prove that \( Dd \geq Dm_0 + \mu_{r+1} + \mu_{r+2} \). This follows from the inequalities \( \mu_{r+1} + \mu_{r+2} \leq D \) and \( m_0 \leq d - 1 \) (Corollary 2.29). If \( 2s + 2 = r + 1 \), it suffices to prove that \( Dd \geq Dm_0 + Dm_r + \mu_{r+1} \). If \( m_0 + m_r \leq d - 1 \), this follows from \( \mu_{r+1} \leq D - 1 \). It remains to show that the case \( m_0 + m_r \geq d \) cannot occur. Indeed, otherwise we would have \( m_0 + m_r = d \) (Corollary 2.29) and then \( r \) should be even by Lemma 2.46. A contradiction.

Algorithm 3.17 (Computing the length in \( W_\infty \)). — To each \( a_0 \in W_\infty(e_0) \) we can associate a sequence \( a_1, a_2, \ldots \), of elements of \( W_\infty(e_0) \) such that \( a_i \) is a predecessor of \( a_{i-1} \) for each \( i \geq 1 \). We then say that \( a_i \) is a \( i \)-th predecessor of \( a_0 \).

At some step \( n \geq 0 \), we have \( a_n = e_0 \) and then \( a_j = e_0 \) for all \( j \geq n \). This provides then a finite sequence \( (a_0, \ldots, a_n) \) ending with \( e_0 \). Corollary 3.13 shows that this sequence is unique modulo \( \text{Sym}_{p_2} \), and Lemma 3.11 provides an explicit way to compute it.

The fact that the number \( n \) of steps is really the length in \( W_\infty \) will be proven in Proposition 3.20 below.

Example 3.18. — As before, a sequence of \( s \) multiplicities \( m \) is written \( m^s \). We apply Algorithm 3.17 to a list of homaloidal types:

- \((11; 6, 5, 4^2, 3^2, 2^4, 1)\)\(-(5; 3, 2^3, 1^3)\)\-(2; 1^3)\-(1);
- \((19; 7^4, 4, 1)\)\-(13; 5^6, 4^2, 1^2)\-(8; 4, 3^3, 1^2)\-(4; 3, 1^6)\-(1);
- \((40; 18, 17, 14^2, 12^4, 3^2)\)\-(25; 12, 10^3, 8^2, 5^3)\-(13; 8, 5^2, 3^6)\-(5; 2^6)\)-(3; 2, 1^4)\-(1);
- \((38; 14^6, 11^2, 5)\)\-(29; 13, 11, 10^5, 5^2)\-(16; 6^6, 5^3)\-(12; 5^3, 3^4, 2)\-(7; 3^4, 2^3)\-(4; 2^3, 1^3)\-(2; 1^3)\-(1);
- \((184; 75, 61^6, 60, 48)\)\-(145; 60, 48^7, 36)\)-(112; 48, 37^6, 36, 27)\)-(82; 36, 27^7, 18)\-(58; 27, 19^6, 18, 12)\-(37; 18, 12^2, 6)\-(22; 12, 7^6, 6, 3)\-(10; 6, 3^3)\-(4; 3, 1^3)\-(1).
Example 3.19. — Applying Algorithm 3.17 to $(17;6^8)$ yields a sequence of homaloidal types of particular interest:

$$(17;6^8)\rightarrow(14;6,5^6,3)\rightarrow(8;3^7)\rightarrow(5;2^6)\rightarrow(3;2,1^4)\rightarrow(1)$$

It provides all the symmetric homaloidal types (symmetric means here that all multiplicities are the same) except the simplest one, namely $(2;1^3)$ [AC02, Lemma 2.5.5]. Note that $(17;6^8)$ and $(8;3^7)$ are the homaloidal types of classical Bertini and Geiser involutions, associated to the blow-ups of 8, respectively 7 general points of $\mathbb{P}^2$.

We can now give the following result, which is the analogue of Theorem 1.5 for $W_{\infty}$.

Proposition 3.20. — Let $n \geq 1$, let $a_0 \in W_{\infty}(e_0)$ and let $a_n \in W_{\infty}(e_0)$ be a $n$-th predecessor of $a_0$. For all Jonquières elements $\psi_1,\ldots,\psi_n \in W_{\infty}$, the element $b_n = \psi_n \circ \cdots \circ \psi_1(a_0)$ satisfies

1. $\deg(a_n) \leq \deg(b_n)$;
2. $\comult(a_n) \leq \comult(b_n)$;
3. If $\deg(a_n) = \deg(b_n)$, then $a_n$ and $b_n$ are equal modulo $\Sym_{\mathbb{P}^2}$.

Proof. — We prove the result by induction on the triples $(n, \lgth(a_0), \deg(b_1))$, ordered lexicographically, where $b_1 = \psi_1(a_0)$.

If $n = 1$, (1) is given by the definition of a predecessor, and (2) and (3) follow respectively from Lemma 3.11(5) and Lemma 3.11(2). We will then assume that $n > 1$ in the sequel.

We write $\psi = \psi_n \circ \cdots \circ \psi_1 \in W_{\infty}$, and write $\Base(a_0) \cup \Base(\psi) = \{p_1,\ldots,p_l\}$, for some distinct points $p_i$ that we can assume to be such that $m_{p_i}(a_0) \geq \cdots \geq m_{p_l}(a_0) \geq 0$. If there exist $i,j \in \{1,\ldots,l\}$ such that $i < j$ and $m_{p_i}(\psi) < m_{p_j}(\psi)$, we denote by $\tau \in \Sym_{\mathbb{P}^2}$ the permutation of $p_i$ and $p_j$, write $b_n' = \tau \circ \psi \circ \tau(a_0)$ and replace $b_n$ with $b_n'$ and $\psi_i$ with $\tau \circ \psi_i \circ \tau$ for $i = 1,\ldots,n$, which are Jonquières elements of $W_{\infty}$ (Lemma 2.41). To see that this is possible, we use

$$\deg(b_n') - \deg(b_n) \overset{(3.1)}{=} (m_{p_i}(a_0) - m_{p_j}(a_0))(m_{p_i}(\psi) - m_{p_j}(\psi)) \leq 0.$$ 

If $\deg(b_n') = \deg(b_n)$ then $b_n$ and $b_n'$ are equal modulo $\Sym_{\mathbb{P}^2}$ (Lemma 3.9(1)). And if $\deg(b_n') < \deg(b)$, then $\comult(b_n') \leq \comult(b_n)$ (Lemma 3.9(2)). In both cases, proving the result for $b_n'$ gives the result for $b_n$. After finitely many steps, we then reduce to the case where

$$m_{p_i}(a_0) \geq \cdots \geq m_{p_i}(a_0) \geq 0 \text{ and } m_{p_i}(\psi) \geq \cdots \geq m_{p_i}(\psi) \geq 0.$$ 

In particular, both $a_0$ and $\psi$ have maximal multiplicity at $p_1$.

For $i = 1,\ldots,n-1$, we define $a_i$ to be a $i$-th predecessor of $a_0$, and write $b_i = \psi_i \circ \cdots \circ \psi_1(a_0)$. If $a_n = e_0$, all assertions hold, so we can assume that $\deg(a_n) \geq 2$, which implies that $\comult(a_{n-1}) \geq 2$ (by Lemma 3.2(4) the equality $\comult(a_{n-1}) = 1$ would give $a_n = e_0$). By induction hypothesis, we have $\comult(b_{n-1}) \geq \comult(a_{n-1}) \geq 2$, so $b_n \neq e_0$. As this is true for any choice of Jonquières elements $\psi_1,\ldots,\psi_n$, we find that

$$\lgth(a_0) \geq n + 1.$$
We now apply the algorithm to $\Lambda_0 = \psi^{-1}(e_0)$. As $p_1$ is a point of maximal multiplicity of $\Lambda_0$, there exists $\theta_1 \in J_{p_1}$ such that $\Lambda_1 = \theta_1(\Lambda_0)$ is a predecessor of $\Lambda_0$ (Lemma 3.11(3)). We then define a sequence $(\Lambda_i)_{i \geq 2}$ and Jonquières elements $(\theta_i)_{i \geq 2}$ such that $\Lambda_i = \theta_i(\Lambda_{i-1})$ is a predecessor of $\Lambda_{i-1}$ for each $i \geq 1$. Since $\psi$ is a product of $n$ Jonquières elements, we have $\text{lgth}(\Lambda_0) \leq n < \text{lgth}(a_0)$. The pair $(n, \text{lgth}(\Lambda_0))$ is thus bigger than $(n, \text{lgth}(a_0))$, so we find that $\deg \Lambda_n \leq \deg \psi(\Lambda_0) = \deg e_0 = 1$ by induction hypothesis. This yields $\Lambda_n = e_0$, and thus $\theta = \theta_{n-1} \circ \cdots \circ \theta_1$ satisfies $e_0 = \theta(\Lambda_0) = \theta(\psi^{-1}(e_0))$, which yields $\theta \circ \psi^{-1} \in \text{Sym}_{p_2}$ (Lemma 2.20(4)). Hence, we can replace $\psi_i$ with $\theta_i$ for $i = 1, \ldots, n$, since $b_n = \psi(a_0)$ is equal to $\theta(a_0)$ modulo $\text{Sym}_{p_2}$. This reduces to the case where $\psi_1 \in J_{p_1}$.

Applying induction hypothesis to $b_1$ and the $n - 1$ Jonquières $\psi_2, \ldots, \psi_n$, we can reduce to the case where $b_1$ is a predecessor of $b_{i-1}$ for $i = 2, \ldots, n$. We can moreover assume that $\psi_2 \in J_q$ where $q \in B(\mathbb{P}^2)$ is a base-point of $b_1$ of maximal multiplicity (Lemma 3.11).

If $\deg(a_1) = \deg(b_1)$, then $a_1$ and $b_1$ are equal modulo $\text{Sym}_{p_2}$ (Lemma 3.11), so the result follows, as in this case $b_i$ is a predecessor of $b_{i-1}$ for $i = 1, \ldots, n$, hence $b_i$ is equal to $a_i$ modulo $\text{Sym}_{p_2}$ for $i = 1, \ldots, n$. We can then assume that $\deg(a_1) < \deg(b_1)$.

If $b_1$ has maximal multiplicity at $p_1$, then we can assume that $\psi_2 \in J_{p_1}$ (since $b_2 = \psi_2(b_1)$ is a predecessor of $b_1$), and apply the induction hypothesis to $\psi_2 \psi_1, \psi_3, \ldots, \psi_n$ to obtain that $\deg(a_{n-1}) \leq \deg(b_n)$ and $\text{comult}(a_{n-1}) \leq \text{comult}(b_n)$. The result follows in this case from $\deg(a_n) \leq \deg(a_{n-1})$ and $\text{comult}(a_n) \leq \text{comult}(a_{n-1})$ (Lemma 3.11(5)).

Otherwise we can find a point $q \in B(\mathbb{P}^2) \setminus \{p_1\}$ such that $b_1$ has maximal multiplicity at $q$ and $\psi_2 \in J_q$. We claim that there exists $r \in B(\mathbb{P}^2) \setminus \{p_1, q\}$ such that $\deg(b_1) < m_{p_1}(b_1) + m_q(b_1) + m_r(b_1)$. Let us first show why this claim achieves the proof, before proving the claim. We choose the involution $\sigma_{p_1,q,r} \in J_{p_1} \cap J_q$ as in Definition 2.35, write $\psi'_1 = \sigma_{p_1,q,r} \circ \psi_1 \in J_{p_1}$ and $\psi'_2 = \psi_2 \circ \sigma_{p_1,q,r} \in J_q$. We can thus replace $\psi_1$ and $\psi_2$ with the Jonquières elements $\psi'_1$ and $\psi'_2$ respectively, without changing $b_i$ for $i = 2, \ldots, n$. This replaces $b_1$ with $b'_1 = \sigma_{p_1,q,r}(b_1)$, which satisfies $\deg(b'_1) < \deg(b_1)$ (Lemma 3.3(2)). The result then follows by induction hypothesis.

It remains to prove the claim. As $p_1$ is a point of maximal multiplicity of $a_0$, there exists $\varphi_1 \in J_{p_1}$ such that $\varphi_1(a_0)$ is a predecessor of $a_0$, so that $\varphi_1(a_0)$ is equal to $a_1$ mod $\text{Sym}_{p_2}$ (Lemma 3.11). We set $\nu = \varphi_1 \circ (\psi_1)^{-1} \in J_{p_1}$, and find a set $\Delta \subseteq B(\mathbb{P}^2) \setminus \{p_1\}$ of even order, such that $\nu^{-1}(e_0) = e_0 + \sum_{r \in \Delta} \frac{e_0 - e_{p_1}}{2} - e_r$ (Lemma 2.37). In particular,

$$
\deg \varphi_1(a_0) = \deg \nu \circ \psi_1(a) = \nu^{-1}(e_0) \cdot b_1 = \deg b_1 + \sum_{r \in \Delta} \left( \frac{\deg b_1 - m_{p_1}(b_1)}{2} - m_r(b_1) \right).
$$

Since $\deg \varphi_1(a_0) < \deg b_1$, there exist two distinct points $r_1, r_2 \in \Delta$ such that

$$
0 > \left( \frac{\deg b_1 - m_{p_1}(b_1)}{2} - m_{r_1}(b_1) \right) + \left( \frac{\deg b_1 - m_{p_1}(b_1)}{2} - m_{r_2}(b_1) \right)
$$

$$
= \deg b_1 - m_{p_1}(b_1) - m_{r_1}(b_1) - m_{r_2}(b_2).
$$
Since \( m_q(b_1) \geq \max\{m_{r_1}(b_1), m_{r_2}(b_1)\} \) and \( q \neq p_1 \), we can replace one of the two points \( r_1, r_2 \) with \( q \) and denote by \( r \) the other one. This achieves the proof of the claim. \( \square \)

3.3. From the Weyl group to the Cremona group

Starting from an element of \( \text{Bir}(\mathbb{P}^2) \), Algorithm 3.17 yields a way to decompose it into a product of Jonquières elements of \( W_\infty \), and the optimality of the algorithm in \( W_\infty \) is given by Proposition 3.20. We now show that the algorithm also works in \( \text{Bir}(\mathbb{P}^2) \). To do this, we first make the following easy observation, which relates the two notions of predecessors already defined for elements of \( \text{Bir}(\mathbb{P}^2) \) and for elements of \( W_\infty(e_0) \) (Definitions 1.2 and 3.10 respectively). We will then prove that the hypothesis of Lemma 3.21 is in fact always satisfied (Proposition 3.27), and this will allow us to give a stronger version of Lemma 3.21 (Corollary 3.28 below).

**Lemma 3.21.** — Let \( f \in \text{Bir}(\mathbb{P}^2) \). If there exists a Jonquières element \( \varphi \in \text{Bir}(\mathbb{P}^2) \) such that \( \varphi(f^{-1}(e_0)) \in Z_{\mathbb{P}^2} \) is a predecessor of \( f^{-1}(e_0) \) (in the sense of Definition 3.10), then:

1. \( f \circ \varphi^{-1} \in \text{Bir}(\mathbb{P}^2) \) is a predecessor of \( f \) (in the sense of Definition 1.2).
2. \( g^{-1}(e_0) \) is a predecessor of \( f^{-1}(e_0) \), for each predecessor \( g \in \text{Bir}(\mathbb{P}^2) \) of \( f \).

**Proof.**

1. To prove that \( f \circ \varphi^{-1} \) is a predecessor of \( f \), we only need to show that \( \deg(f \circ \varphi^{-1}) \geq \deg(f \circ \varphi^{-1}) \) (which is equivalent to \( \deg(\varphi(f^{-1}(e_0))) \leq \deg(\psi(f^{-1}(e_0))) \)) for each Jonquières element \( \psi \in \text{Bir}(\mathbb{P}^2) \). As \( \varphi(f^{-1}(e_0)) \) is a predecessor of \( f^{-1}(e_0) \) it satisfies \( \deg(\varphi(f^{-1}(e_0))) \leq \deg(\psi(f^{-1}(e_0))) \) for each Jonquières element \( \psi \in W_\infty \), and thus in particular for each Jonquières element \( \psi \in \text{Bir}(\mathbb{P}^2) \) (Lemma 2.42).

2. If \( g \in \text{Bir}(\mathbb{P}^2) \) is a predecessor of \( f \), then \( g = f \circ \kappa \) for some Jonquières transformation \( \kappa \in \text{Bir}(\mathbb{P}^2) \), and \( \deg(g) = \deg(f \circ \varphi^{-1}) \) by (1). The element \( g^{-1}(e_0) = \kappa^{-1}(f^{-1}(e_0)) \) has then the same degree as the predecessor \( \varphi(f^{-1}(e_0)) \) of \( f^{-1}(e_0) \), and is thus also a predecessor of \( f^{-1}(e_0) \) (by Definition 3.10). \( \square \)

We first recall the following famous result, corresponding to the algorithm defined in [AC02, Chapter 8], adapting the proof of Castelnuovo [Cas01].

**Proposition 3.22** (Castelnuovo reduction). — Let \( f \in \text{Bir}(\mathbb{P}^2) \) be of degree \( d > 1 \), let \( p \in \mathbb{P}^2 \) be a base-point of \( f \) of maximal multiplicity. We define \( M = \{ q \in \text{Base}(f) \setminus \{ p \} \mid m_p + 2m_q > d \} \). Then, \( M \) contains at least two elements, and the following hold:

1. If \( |M| \) is even, there is an element \( \varphi \in \text{Jonq}_p \) such that \( \text{Base}(\varphi) = \{ p \} \cup M \).
2. If \( |M| \) is odd, there is \( q \in M \) of minimal multiplicity and an element \( \varphi \in \text{Jonq}_p \) such that \( \text{Base}(\varphi) = \{ p \} \cup (M \setminus \{ \varphi \}) \).

For each \( \varphi \) as above, we have \( \deg(f \circ \varphi^{-1}) < \deg(f) \).

**Remark 3.23.** — In [AC02], the elements of \( M \) are called the major base-points of \( f \) and their number \( |M| \) is written \( h \) (see [AC02, Definition 8.2.1]).
Proof. — The proof of the proposition lies in Chapter 8 and especially in Section 8.3 of [AC02]. The fact that \( h = |M| \geq 2 \) is [AC02, Lemma 8.2.6]. The existence of \( \varphi \), and the fact that \( \deg(f \circ \varphi^{-1}) < \deg(f) \) is given at p. 242, in the proof of [AC02, Theorem 8.3.4]. 

**Definition 3.24.** — Let \( f \in \text{Bir}(\mathbb{P}^2) \). If \( \deg(f) > 1 \), we define a Castelnuovo-predecessor of \( f \) to be an element of the form \( f \circ \varphi^{-1} \) where the Jonquières transformation \( \varphi \in \text{Bir}(\mathbb{P}^2) \) has been described in Proposition 3.22. If \( \deg(f) = 1 \), we define \( f \) to be its own Castelnuovo-predecessor.

**Lemma 3.25.** — Let \( f \in \text{Bir}(\mathbb{P}^2) \) be a Jonquières element of degree \( d > 1 \). Then every Castelnuovo-predecessor of \( f \) has degree 1.

Proof. — The homaloidal type of \( f \) is \((d; d - 1, 1, \ldots, 1)\). If \( p \in \mathbb{P}^2 \) is a base-point of \( f \) of maximal multiplicity, then the set \( M \) of Proposition 3.22 has even cardinality and satisfies \( \{p\} \cup M = \text{Base}(f) \). If \( \varphi \in \text{Jonq}_p \) is such that \( \text{Base}(\varphi) = \{p\} \cup M \), then we have \( \deg(f \circ \varphi^{-1}) = d^2 - (d - 1)^2 - (2d - 2) = 1 \). □

**Algorithm 3.26** (Algorithm of Castelnuovo). — Taking \( f_0 \in \text{Bir}(\mathbb{P}^2) \setminus \text{Aut}(\mathbb{P}^2) \), Proposition 3.22 yields a Jonquières element \( \varphi_1 \in \text{Bir}(\mathbb{P}^2) \) such that the Castelnuovo-predecessor \( f_1 = f_0 \circ \varphi_1^{-1} \) satisfies \( \deg(f_1) < \deg(f_0) \). Applying again the result finitely many times, we find a sequence of Castelnuovo-predecessors \( f_0, f_1, \ldots, f_n \) and a sequence of Jonquières elements \( \varphi_1, \varphi_2, \ldots, \varphi_n \), which lead to a decomposition of \( f_0 \) into \( f_n \circ \varphi_n \circ \cdots \circ \varphi_1 \), where \( f_n \in \text{Aut}(\mathbb{P}^2) \). Since \( \varphi_n' := f_n \circ \varphi_n \) is Jonquières, this algorithm actually provides a decomposition of \( f_0 \) into the product of \( n \) Jonquières elements

\[
f_0 = \varphi_n' \circ \varphi_{n-1} \circ \cdots \circ \varphi_1.
\]

As we will show in Corollary 3.31, this integer \( n \) (which is the integer \( n \) for which the algorithm stops, i.e., for which \( \deg f_n = 1 \)) is the length of \( f_0 \).

Recall that a predecessor of an element \( a \in W_\infty(\epsilon_0) \) is an element of minimal degree among all the elements of the form \( \varphi(a) \) where \( \varphi \) is a Jonquières element of \( W_\infty \). The next fundamental result shows that we can choose \( \varphi \) to be in \( \text{Bir}(\mathbb{P}^2) \) if \( a = f^{-1}(\epsilon_0) \) for some \( f \in \text{Bir}(\mathbb{P}^2) \).

**Proposition 3.27.** — Let \( f \in \text{Bir}(\mathbb{P}^2) \setminus \text{Aut}(\mathbb{P}^2) \) and let \( p_0 \in \mathbb{P}^2 \) be a base-point of \( f \) of maximal multiplicity.

1. There exists a Jonquières element \( \psi \in \text{Jonq}_{p_0} \) such that \( \psi(f^{-1}(\epsilon_0)) \in \mathbb{Z}_{\mathbb{P}^2} \) is a predecessor of \( f^{-1}(\epsilon_0) \). For each such \( \psi \), it follows from Lemma 3.21(1) that the element \( f \circ \psi^{-1} \in \text{Bir}(\mathbb{P}^2) \) is a predecessor of \( f \).
2. Let \( \varphi \in \text{Jonq}_{p_0} \) be a Jonquières element such that \( f \circ \varphi^{-1} \) is a Castelnuovo-predecessor of \( f \) (see Proposition 3.22 and Definition 3.24). Then, we can choose \( \psi \) as above such that one of the following assertions is satisfied:
   (i) \( \psi = \varphi \);
   (ii) \( \rho = \psi \circ \varphi^{-1} \) is a quadratic map. Moreover there is a unique (proper) base-point \( p' \) of maximal multiplicity of \( f \circ \psi^{-1} \). This point is also a base-point of maximal multiplicity of \( f \circ \psi^{-1} \) (but not necessarily unique). We have \( p' \neq p_0 \) and \( \rho \in \text{Jonq}_{p'} \cap \text{Jonq}_{p_0} \).
Proof. — Let \( \varphi \in \text{Jonq}_{\mathcal{P}_0} \) be a Jonquières element provided by the Castelnuovo reduction. Write \( \text{Base}(f) = \{ p_0, \ldots, p_r \} \) where the points \( p_i \) are distinct and set \( m_i = m_{p_i}(f) \) for each \( i \). Choose the order such that \( m_0 \geq m_1 \geq \cdots \geq m_r \), and such that for any \( i \geq 1 \), either \( p_i \) is a proper point of \( \mathbb{P}^2 \) or \( p_i \) is in the first neighbourhood of some \( p_j \) with \( j < i \). We then define \( m_i = 0 \) for each integer \( i > r \), and write \( M = \{ p_i \mid i \geq 1, m_0 + 2m_i > d \} \) as in Proposition 3.22.

Suppose first that \( |M| \) is even. In this case, \( \varphi \in \text{Jonq}_{\mathcal{P}_0} \) satisfies \( \text{Base}(\varphi) = \{ p_0 \} \cup M \) (Proposition 3.22(1)) and is then equal to \( \varphi = \alpha \circ t_{p_0,M} \) for some \( \alpha \in \text{Sym}_{\mathcal{P}_2} \) (Lemma 2.37(2)). Writing \( 2s = |M| \), we find \( m_0 + m_{2s-1} + m_{2s} = ((m_0 + 2m_{2s-1}) + (m_0 + 2m_{2s})) / 2 > d \) \( \geq ((m_0 + 2m_{2s+1}) + (m_0 + 2m_{2s+2})) / 2 = m_0 + m_{2s+1} + m_{2s+2} \), which implies that \( t_{p_0,\{p_1,\ldots,p_{2s}\}}(f^{-1}(e_0)) \) is a predecessor of \( f^{-1}(e_0) \) (Lemma 3.11(3)), so the same holds for \( \varphi(f^{-1}(e_0)) \). This achieves the proof, by choosing \( \psi = \varphi \), whence \( \rho = \text{id} \).

Suppose now that \( |M| \) is odd. In this case, \( \varphi \in \text{Jonq}_{\mathcal{P}_0} \) satisfies \( \text{Base}(\varphi) = \{ p_0 \} \cup (M \setminus \{ q \}) \) for some \( q \in M \) of minimal multiplicity (Proposition 3.22(2)) and is equal to \( \varphi = \alpha \circ t_{p_0,M,\{q\}} \) for some \( \alpha \in \text{Sym}_{\mathcal{P}_2} \) (Lemma 2.37(2)). Writing \( 2s + 1 = |M| \), we can assume that \( p_{2s+1} = q \), which yields \( t_{p_0,M,\{q\}} = t_{p_0,\{p_1,\ldots,p_{2s}\}} \), and find \( m_0 + m_{2s-1} + m_{2s} = ((m_0 + 2m_{2s-1}) + (m_0 + 2m_{2s})) / 2 > d \). We then obtain two cases:

If \( d \geq m_0 + m_{2s+1} + m_{2s+2} \), then \( t_{p_0,\{p_1,\ldots,p_{2s}\}}(f^{-1}(e_0)) \) is a predecessor of \( f^{-1}(e_0) \) (Lemma 3.11(3)), so the same holds for \( \varphi(f^{-1}(e_0)) \). We then choose \( \psi = \varphi \) as before.

The last case is when \( d < m_0 + m_{2s+1} + m_{2s+2} \), which implies that \( m_{2s+2} > 0 \) (Corollary 2.29) and thus that \( 2s + 2 \leq r \). We can assume that \( p_{2s+2} \) is not infinitely near to a point \( p_i \) with \( i > 2s + 2 \) (otherwise we have \( m_i = m_{2s+2} \), so we exchange \( p_{2s+2} \) with \( p_i \)). Since \( d \geq m_0 + m_{2s+3} + m_{2s+4} \), the element \( a_{s+1} = t_{p_0,\{p_1,\ldots,p_{2s+2}\}}(f^{-1}(e_0)) \) is a predecessor of \( f^{-1}(e_0) \) (Lemma 3.11(3)). Moreover, \( a_s = t_{p_0,\{p_1,\ldots,p_{2s}\}}(f^{-1}(e_0)) \) is not a predecessor of \( f^{-1}(e_0) \) (Lemma 3.11(3)), which implies that \( \deg(a_s) > \deg(a_{s+1}) \).

We will derive the following numerical assertions:

(I) The point \( p_{2s+2} \) is a base-point of \( a_{s+1} \) of maximal multiplicity;
(II) \( m_{p_2+2}(a_s) > m_{p_0}(a_s) \) for \( i = 1, \ldots, 2s \);
(III) \( (e_0 - e_{p_0} - e_{p_{2s+1}} - e_{p_{2s+2}}) \cdot a_s = \deg(a_s) - m_{p_0}(a_s) - m_{p_{2s+1}}(a_s) - m_{p_{2s+2}}(a_s) \), and this quantity is strictly negative;
(IV) The point \( p_{2s+1} \) is the unique base-point of \( a_s \) of maximal multiplicity.

Before proving these assertions, let us show how they imply the result.

We write \( \Lambda = \varphi(f^{-1}(e_0)) \), which corresponds to the linear system of \( f \circ \varphi^{-1} \). For \( i = 1, \ldots, r \), we then denote by \( q_i \in \mathcal{B}(\mathbb{P}^2) \) the point such that \( \alpha(e_{p_i}) = e_{q_i} \). As \( \varphi = \alpha \circ t_{p_0,\{p_1,\ldots,p_{2s}\}} \), we find \( \text{Base}(\Lambda) \subseteq \{ q_0, \ldots, q_r \} \). Moreover, \( \varphi \) and \( t_{p_0,\{p_1,\ldots,p_{2s}\}} \) belong to \( J_{p_0} \), so that \( \alpha \) also belongs to \( J_{p_0} \). This gives us \( \alpha(e_0 - e_{p_0}) = e_0 - e_{p_0} \) and finally \( q_0 = p_0 \) is a proper point of \( \mathbb{P}^2 \). Assertion (IV) implies that \( p' := q_{2s+1} \) is the unique base-point of \( f \circ \varphi^{-1} \) of maximal multiplicity, in particular \( p' \) is a proper point of \( \mathbb{P}^2 \). We then observe that \( q_{2s+2} \) is either a proper point of \( \mathbb{P}^2 \) or a point infinitely near \( p_0 \) or \( p' \). Indeed, it cannot be infinitely near \( q_i \) if \( i \in \{ 1, \ldots, 2s \} \) by (II) and if \( i > 2s + 1 \), because \( p_{2s+1} \) is not infinitely near \( p_i \). Moreover, \( p_0, p', q_{2s+2} \) are not collinear because of (III) and Bézout Theorem. Up to change of coordinates, we can thus assume that \( \{ p_0, p' \} = \{ [1 : 0 : 0], [0 : 1 : 0] \} \) and that \( p_0, p', q_{2s+2} \) are the
three base-points of a quadratic involution $\rho \in \text{Jonq}_{p_0} \cap \text{Jonq}_{p'} \subseteq \text{Bir}(\mathbb{P}^2)$ which is one of the two following

$$[x : y : z] \rightarrow [y : z : x : y] \text{ or } [x : y : z] \rightarrow [z^2 : xy : xz],$$

and satisfies then $\rho = \beta \circ \sigma_{p_0,p'}$ for some $\beta \in \text{Sym}_{\mathbb{P}^2}$ (see Definition 2.35). The result then follows by setting $\psi := \rho \circ \varphi \in \text{Jonq}_{p_0}$. Indeed, as $\text{Base}(\beta \circ \sigma_{p_0,p'} \circ \alpha) = \{p_0, p_{2s+1}, p_{2s+2}\}$, we have $\beta \circ \sigma_{p_0,p'} \circ \alpha = \gamma \circ t_{p_0,\{p_{2s+1}, p_{2s+2}\}}$ for some $\gamma \in \text{Sym}_{\mathbb{P}^2}$, which yields $\psi = \beta \circ \sigma_{p_0,p'} \circ \alpha \circ t_{p_0,\{p_{2s+1}, p_{2s+2}\}} = \gamma \circ t_{p_0,\{p_{2s+1}, p_{2s+2}\}}$, and implies that $\psi(f^{-1}(e_0)) = \gamma(a_{s+1})$ is a predecessor of $f^{-1}(e_0)$. Moreover, $p' = q_{2s+1} \in \mathbb{P}^2$ is such that $\rho \in \text{Jonq}_{p'}$ and is a point of maximal multiplicity of $\psi(f^{-1}(e_0))$; this follows from (I) and from $\gamma(e_{p_{2s+2}}) = e_{p'}$, which is given by $e_0 = e_{p'} = \rho(e_0 - e_{p'}) = \rho \circ \alpha(e_0 - e_{p_{2s+1}}) = \gamma \circ t_{p_0,\{p_{2s+1}, p_{2s+2}\}}(e_0 - e_{p_{2s+1}}) = \gamma(e_0 - e_{p_{2s+2}}) = e_0 - \gamma(e_{p_{2s+2}})$.

It remains to prove the assertions (I)–(IV).

(I). — Writing $\mu = \frac{d-m_0}{2}$, we have $m_0 \geq \cdots \geq m_{2s} \geq m_{2s+1} > \mu \geq m_{2s+2} \geq \cdots \geq m_r$ and $2\mu = d - m_0 < m_{2s+1} + m_{2s+2}$. This yields $m_{p_{2s+2}}(a_{s+1}) = d - m_0 - m_{2s+2} = 2\mu - m_{2s+2} \geq \mu > 2\mu - m_i = d - m_0 - m_i = m_{p_i}(a_{s+1})$ for each $i \in \{1, \ldots, 2s+1\}$. We moreover have $m_{p_{2s+2}}(a_{s+1}) \geq \mu \geq m_i = m_{p_i}(a_{s+1})$ for each $i \in \{2s+3, \ldots, r\}$. It then remains to show that $m_{p_{2s+2}}(a_{s+1}) > m_{p_0}(a_{s+1})$. This holds, because otherwise $p_0$ would be a point of maximal multiplicity of $a_{s+1}$, which would yield the existence of $\kappa \in \text{J}_{\mathcal{P}}$ such that $\deg(\kappa(a)) < \deg(a)$ (Corollary 3.6), contradicting the fact that $a_{s+1}$ is a predecessor of $f^{-1}(e_0)$.

(II). — Follows from $m_{p_{2s+2}}(a_s) = m_{2s+2} > d - m_0 - m_{2s+1} \geq d - m_0 - m_i = m_{p_i}(a_s)$, for $i \in \{1, \ldots, 2s\}$.

(III)–(IV). — Set $\nu = m_{p_0}(a_s) + m_{p_{2s+1}}(a_s) + m_{p_{2s+2}}(a_s) - \deg(a_s)$. The equality $a_{s+1} = t_{p_0,\{p_{2s+1}, p_{2s+2}\}}(a_s)$ gives $\deg(a_{s+1}) = \deg(a_s) - \nu$, whence $\nu > 0$, i.e. (III). It also provides

$$m_{p_0}(a_s) = m_{p_0}(a_{s+1}) + \nu, m_{p_{2s+1}}(a_s) = m_{p_{2s+1}}(a_{s+1}) + \nu, m_{p_{2s+2}}(a_s) = m_{p_{2s+1}}(a_{s+1}) + \nu,$$

and $m_{p_i}(a_s) = m_{p_i}(a_{s+1})$ for $i \neq 0, 2s+1, 2s+2$. Since $p_{2s+2}$ was a base-point of maximal multiplicity of $a_{s+1}$ (by (I)), it follows that $p_{2s+1}$ is a base-point of maximal multiplicity of $a_{s+1}$ and that such base-points of maximal multiplicity of $a_{s+1}$ belong to the set $\{p_0, p_{2s+1}, p_{2s+2}\}$. However, we have already seen in the proof of (I) that $m_{p_{2s+2}}(a_{s+1}) > m_{p_i}(a_{s+1})$ for $i = 0$ or $i = 2s+1$. This proves (IV).

**Corollary 3.28.** — Let $f, g \in \text{Bir}(\mathbb{P}^2)$. Then, the two following assertions are equivalent:

1. $g$ is a predecessor of $f$ (Definition 1.2);
2. $g^{-1}(e_0)$ is a predecessor of $f^{-1}(e_0)$ (Definition 3.10) and $f^{-1} \circ g \in \text{Jonq} \subseteq \text{Bir}(\mathbb{P}^2)$.

**Proof.** — By Proposition 3.27(1), the assumptions of Lemma 3.21 are always fulfilled. Therefore, the implication (1) $\Rightarrow$ (2) follows from Lemma 3.21(2) and the implication (2) $\Rightarrow$ (1) follows from Lemma 3.21(1) applied with $\varphi = g^{-1} \circ f \in \text{Jonq}$. 

We are now ready to give the proof of Lemma 1.3 and Theorem 1.5.
Proof of Lemma 1.3. — Let $f \in \text{Bir}(\mathbb{P}^2)$, and let $g \in \text{Bir}(\mathbb{P}^2)$ be a predecessor of $f$, which is then equal to $g = f \circ \varphi$ for some Jonquières element $\varphi \in \text{Bir}(\mathbb{P}^2)$.

By Corollary 3.28, $g^{-1}(e_0) = \varphi^{-1}(f^{-1}(e_0))$ is a predecessor of $f^{-1}(e_0)$. This implies that $	ext{Base}(\varphi^{-1}) \subseteq \text{Base}(f^{-1}(e_0)) = \text{Base}(f)$ (Lemma 3.11(4)), and gives (3). Moreover, the homaloidal type of $g$, which is the class of $g^{-1}(e_0)$ modulo $\text{Sym}_2$, is uniquely determined by the homaloidal type of $f$ (Corollary 3.13). This proves (1).

It remains to prove (2). The set of predecessors being invariant under right multiplication by elements of $\text{Aut}(\mathbb{P}^2)$, it is infinite. It remains to see that the number of classes modulo $\text{Aut}(\mathbb{P}^2)$ is finite. This corresponds to saying that the number of possibilities for $\text{Base}(\varphi^{-1})$ is finite, and is thus given by (3).

Proof of Theorem 1.5. — For each $i \geq 0$, we set $a_i := (f_i)^{-1}(e_0) \in W_\infty(e_0)$. By Corollary 3.28, $a_i$ is a predecessor of $a_{i-1}$ for each $i \geq 1$, so $a_i$ is a $i$-th predecessor of $a_0$ for each $i \geq 1$.

We then write $b_i = g^{-1}_{n}(e_0) = \varphi^{-1}_n \circ \cdots \circ \varphi^{-1}_1(a_0)$. As $\varphi_1, \ldots, \varphi_n$ are Jonquières elements of Bir($\mathbb{P}^2$), they are all the more Jonquières elements of $W_\infty$ (Lemma 2.42). Then, the three assertions (1)–(3) of Theorem 1.5 directly follow from the three corresponding assertions (1)–(3) of Proposition 3.20 that we now recall: (1) $\deg(a_n) \leq \deg(b_n)$; (2) $\text{comult}(a_n) \leq \text{comult}(b_n)$; (3) if $\deg(a_n) = \deg(b_n)$, then $a_n$ and $b_n$ are equal modulo $\text{Sym}_2$.

It remains to observe that $\text{lgth}(f_0) = \min\{n \mid \deg(f_n) = 1\}$. To do this, we write $\ell = \text{lgth}(f_0)$, $m = \min\{n \mid \deg(f_n) = 1\}$, and prove $\ell \geq m$ and $m \geq \ell$.

The fact that $\ell = \text{lgth}(f)$ yields the existence of Jonquières elements $\varphi_1, \ldots, \varphi_\ell$ in Bir($\mathbb{P}^2$) such that $\deg(f \circ \varphi_1 \circ \cdots \circ \varphi_\ell) = 1$. By (1), we find $\deg(f_i) \leq 1$, which yields $\ell \geq m$.

Writing for each $i$ a Jonquières element $\psi_i \in \text{Jonq}$ such that $f_{i-1} = f_i \circ \psi_i$, we obtain $f_0 = f_m \circ \psi_m \circ \cdots \circ \psi_1$. As $\deg(f_m) = 1$, this implies that $\ell = \text{lgth}(f_0) \leq m$. 

Corollary 3.29 (Length in the Cremona group). — Let $f \in \text{Bir}(\mathbb{P}^2) \setminus \text{Aut}(\mathbb{P}^2)$. For each point $q \in \mathbb{P}^2$ of maximal multiplicity of $f$, there exists $\varphi \in \text{Jonq}_q \subseteq \text{Bir}(\mathbb{P}^2)$ such that $f \circ \varphi$ is a predecessor of $f$. Moreover, every predecessor $g$ of $f$ satisfies $\text{lgth}(g) = \text{lgth}(f) - 1$ and $\deg(g) < \deg(f)$.

Proof. — The existence of $\varphi$ is given by Proposition 3.27. Any predecessor $g$ of $f$ satisfies $\deg(g) < \deg(f)$ because such an inequality already holds for a Castelnuovo-predecessor according to (the well-known) Proposition 3.22. Finally, we have $\text{lgth}(g) = \text{lgth}(f) - 1$ by Theorem 1.5.

Corollary 3.30. — Let $f$ be an element of Bir($\mathbb{P}^2$) \ Aut($\mathbb{P}^2$). Take $p \in \mathbb{P}^2$ a proper base-point of maximal multiplicity of $f$, and $\varphi \in \text{Jonq}_p$ a Jonquières element such that $h := f \circ \varphi^{-1}$ is a Castelnuovo-predecessor of $f$. Then, the following hold:

1. There exist a Jonquières element $\psi \in \text{Jonq}_p$ and a point $q \in \mathbb{P}^2$ such that:
   (i) $g := f \circ \psi^{-1}$ is a predecessor of $f$;
   (ii) $q$ is a point of maximal multiplicity of $g$ and of $h$;
   (iii) The element $\rho := \psi \circ \varphi^{-1}$ belongs to $\text{Jonq}_q$ and has degree $\leq 2$. 

TOME 2 (2019)
(2) For all \( \psi, q, g, \rho \) as in (1), and for each \( \kappa \in \text{Jonq}_q \), we have the following equivalence:

\[ h \circ \kappa \text{ is a predecessor of } h \iff h \circ \kappa \text{ is a predecessor of } g. \]

Furthermore, there always exists an element \( \kappa \) satisfying these two equivalent conditions.

Proof. — Assertion (1) follows from Proposition 3.27 (if \( \psi = \varphi \) we choose any point \( q \in \mathbb{P}^2 \) of maximal multiplicity of \( g = h \)).

To prove (2), we first observe that \( h = g \circ \rho, \) with \( \rho \in \text{Jonq}_q \), which implies that the two sets

\[ \mathcal{A}_h = \{ h \circ \kappa \mid \kappa \in \text{Jonq}_q \} \text{ and } \mathcal{A}_g = \{ g \circ \kappa' \mid \kappa' \in \text{Jonq}_q \} \]

are equal. Secondly, since \( q \) has maximal multiplicity for \( g \) and \( h \), the set \( \mathcal{A}_g \) contains a predecessor of \( g \) and the set \( \mathcal{A}_h \) contains a predecessor of \( h \) (Proposition 3.27).

Hence, an element of \( \mathcal{A}_g = \mathcal{A}_h \) is a predecessor of \( g \) (respectively of \( h \)) if and only if it has minimal degree in \( \mathcal{A}_g = \mathcal{A}_h \). This yields (2). The situation is as follows:

\[
\begin{align*}
\text{Corollary 3.31 (The Algorithm of Castelnuovo also provides the length).} & \quad \text{— For each } f \in \text{Bir}(\mathbb{P}^2) \setminus \text{Aut}(\mathbb{P}^2) \text{ and each Castelnuovo predecessor } h \in \text{Bir}(\mathbb{P}^2) \text{ of } f, \text{ we have } \lgth(h) = \lgth(f) - 1. \\
& \quad \text{Hence, writing } f = f_0 \text{ and denoting by } f_1, f_2, \ldots \text{ elements of Bir}(\mathbb{P}^2) \text{ such that } f_i \text{ is a Castelnuovo-predecessor of } f_{i-1} \text{ for } i \geq 1, \text{ we find } \lgth(f) = \min\{n \mid \deg(f_n) = 1\}.
\end{align*}
\]

Proof. — By definition of a Castelnuovo-predecessor there exists a proper base-point \( p \) of maximal multiplicity of \( f \) and a Jonquières transformation \( \varphi \in \text{Jonq}_p \) such that \( h = f \circ \varphi^{-1} \).

By Corollary 3.30, there exists \( \psi \in \text{Jonq}_p \) such that \( g = f \circ \psi^{-1} \) is a predecessor of \( f \) and an element \( s \in \text{Bir}(\mathbb{P}^2) \) which is a predecessor of both \( g \) and \( h \).

As \( f \not\in \text{Aut}(\mathbb{P}^2) \), we have \( \deg(f) > 1 \). Corollary 3.29 yields \( \lgth(f) = \lgth(f) - 1 \geq 0 \), because \( g \) is a predecessor of \( f \). It remains to prove that \( \lgth(h) = \lgth(g) \).

If \( f \) is a Jonquières element, then \( \lgth(f) = 1 \), whence \( \lgth(g) = 0 \). By Lemma 3.25, we also have \( \lgth(h) = 0 \).

If \( f \) is not a Jonquières element, then \( \deg(h) > 1 \) and \( \deg(g) > 1 \). We find \( \lgth(s) = \lgth(h) - 1 = \lgth(g) - 1 \), as \( s \) is a predecessor of \( g \) and \( h \) (Corollary 3.29).

\[
\begin{align*}
\text{Corollary 3.32.} & \quad \text{— Let } f = f_0 \text{ be an element of Bir}(\mathbb{P}^2) \setminus \text{Aut}(\mathbb{P}^2). \text{ Let } f_1, \ldots, f_n \text{ be elements of Bir}(\mathbb{P}^2) \text{ such that } f_i \text{ is a Castelnuovo-predecessor of } f_{i-1} \text{ for } i = 1, \ldots, n. \text{ Then, setting } g_0 = f, \text{ there exist } g_1, g_2, \ldots, g_n \in \text{Bir}(\mathbb{P}^2) \text{ such that } g_i \text{ is a predecessor of } g_{i-1} \text{ for } i = 0, \ldots, n, \text{ and such that } \deg((g_i)^{-1} \circ f_i) \leq 2 \text{ for } i = 0, \ldots, n.
\end{align*}
\]
4. Examples and applications

4.1. Length of birational maps of small degree

The next table gives all homaloidal types of degree \( \leq 6 \). The homaloidal types are given in the second column (as already said before, a sequence of \( s \) multiplicities \( m \) is written \( m^s \)). In the first column (\#) a label is associated to each homaloidal type: This is the degree “\( d \)” if the type is Jonquières, or “\( d.i \)” for the others (the order, for each degree, being the anti-lexicographic order according to the multiplicities). Then, the third column (\( \ell \)) gives the length and the fourth (pr.) gives the predecessor (designated by its label). If the Castelnuovo-predecessor is different from the predecessor, it is also given, but in parenthesis. We see that the lengths are not directly related to the ordering of homaloidal types that we use.

<table>
<thead>
<tr>
<th>#</th>
<th>h. type</th>
<th>( \ell )</th>
<th>pr.</th>
<th>#</th>
<th>h. type</th>
<th>( \ell )</th>
<th>pr.</th>
<th>#</th>
<th>h. type</th>
<th>( \ell )</th>
<th>pr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
<td>4.1</td>
<td>( 2^3, 1^3 )</td>
<td>2</td>
<td>2</td>
<td></td>
<td>6</td>
<td>( 5, 1^6 )</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1^3</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>( 4, 1^8 )</td>
<td>1</td>
<td>1</td>
<td></td>
<td>6.1</td>
<td>( 4, 2^4, 1^3 )</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2, 1^4</td>
<td>1</td>
<td>1</td>
<td>5.1</td>
<td>( 3, 2^3, 1^3 )</td>
<td>2</td>
<td>(3)</td>
<td></td>
<td>6.2</td>
<td>( 3^3, 2, 1^4 )</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3, 1^6</td>
<td>1</td>
<td>1</td>
<td>5.2</td>
<td>( 2^9 )</td>
<td>2</td>
<td>3</td>
<td></td>
<td>6.3</td>
<td>( 3^2, 2^4, 1 )</td>
<td>2</td>
</tr>
</tbody>
</table>
The types of degree 7, 8, 9 are given below, and provide the first types of length 3:

<table>
<thead>
<tr>
<th>#</th>
<th>hom. type</th>
<th>ℓ</th>
<th>pr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>6, 2₁²</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7.1</td>
<td>5, 2³, 1³</td>
<td>2</td>
<td>2(3)</td>
</tr>
<tr>
<td>7.2</td>
<td>4, 3⁴, 1⁵</td>
<td>2</td>
<td>3(4)</td>
</tr>
<tr>
<td>7.3</td>
<td>4, 3², 2², 1²</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>7.4</td>
<td>3⁴, 2³</td>
<td>3</td>
<td>4,1(5.1)</td>
</tr>
<tr>
<td>8</td>
<td>7, 1₁¹⁴</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8.1</td>
<td>6, 2⁶, 1³</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8.2</td>
<td>5, 3², 2, 1²</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#</th>
<th>hom. type</th>
<th>ℓ</th>
<th>pr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.3</td>
<td>5, 3², 2²</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>8.4</td>
<td>4³, 3, 1⁶</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>8.5</td>
<td>4 ³, 2, 1³</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>8.6</td>
<td>4², 3², 2², 1²</td>
<td>3</td>
<td>4,1(5.1)</td>
</tr>
<tr>
<td>8.7</td>
<td>4, 3⁵, 1²</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>8.8</td>
<td>3⁵, 2³</td>
<td>3</td>
<td>5,2</td>
</tr>
</tbody>
</table>

There are then 17 types of degree 10 and 19 types of degree 11, each of length \( \ell \leq 3 \):

<table>
<thead>
<tr>
<th>#</th>
<th>hom. type</th>
<th>ℓ</th>
<th>pr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>9, 1₁¹⁸</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10.1</td>
<td>8, 2⁶, 1³</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>10.2</td>
<td>7, 3³, 1⁵</td>
<td>2</td>
<td>3(4)</td>
</tr>
<tr>
<td>10.3</td>
<td>7, 3³, 2², 1²</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>10.4</td>
<td>6, 4³, 2, 1³</td>
<td>3</td>
<td>4,1(6.1)</td>
</tr>
<tr>
<td>10.5</td>
<td>6, 4², 3², 1⁴</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#</th>
<th>hom. type</th>
<th>ℓ</th>
<th>pr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.6</td>
<td>6, 3², 2², 1²</td>
<td>3</td>
<td>4,1</td>
</tr>
<tr>
<td>10.7</td>
<td>6, 3⁵, 1³</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>10.8</td>
<td>5³, 4, 1⁸</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>10.9</td>
<td>5², 3², 1³, 1³</td>
<td>3</td>
<td>5,1</td>
</tr>
<tr>
<td>10.10</td>
<td>5, 4²</td>
<td>3</td>
<td>5,2</td>
</tr>
<tr>
<td>10.11</td>
<td>5², 2², 1³</td>
<td>3</td>
<td>5,1(6.1)</td>
</tr>
</tbody>
</table>

There are 29 types of degree 12, each of length \( \ell \leq 4 \):

<table>
<thead>
<tr>
<th>#</th>
<th>hom. type</th>
<th>ℓ</th>
<th>pr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>11, 1₁²²</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>11.1</td>
<td>9, 2², 1³</td>
<td>2</td>
<td>2(3)</td>
</tr>
<tr>
<td>11.2</td>
<td>8, 3², 2², 1³</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>11.3</td>
<td>8, 3², 2⁵</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>11.4</td>
<td>7, 4³, 3², 1⁵</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>11.5</td>
<td>7, 4³, 3², 2³, 1²</td>
<td>3</td>
<td>4,1</td>
</tr>
<tr>
<td>11.6</td>
<td>7, 4², 3³, 2³</td>
<td>3</td>
<td>4,1(5.1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#</th>
<th>hom. type</th>
<th>ℓ</th>
<th>pr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.7</td>
<td>7, 4³, 3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>11.8</td>
<td>6, 5³, 1³</td>
<td>2</td>
<td>5(6)</td>
</tr>
<tr>
<td>11.9</td>
<td>6, 5³, 4, 2, 1²</td>
<td>3</td>
<td>5,1(6.1)</td>
</tr>
<tr>
<td>11.10</td>
<td>6, 5³, 3², 1³</td>
<td>3</td>
<td>5,1</td>
</tr>
<tr>
<td>11.11</td>
<td>6, 5², 3², 2</td>
<td>3</td>
<td>5,2</td>
</tr>
<tr>
<td>11.12</td>
<td>6, 5², 3², 3², 1²</td>
<td>3</td>
<td>5,1</td>
</tr>
<tr>
<td>11.13</td>
<td>6, 4⁵, 1²</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#</th>
<th>hom. type</th>
<th>ℓ</th>
<th>pr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>11, 1²²</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12.1</td>
<td>10, 2₁², 1³</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>12.2</td>
<td>9, 3², 2, 1⁴</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>12.3</td>
<td>9, 3², 2, 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.4</td>
<td>8, 4², 3, 1⁴</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>12.5</td>
<td>8, 4², 2², 1³</td>
<td>3</td>
<td>4,1</td>
</tr>
<tr>
<td>12.6</td>
<td>8, 4², 3², 2</td>
<td>3</td>
<td>4,1(5.1)</td>
</tr>
<tr>
<td>12.7</td>
<td>8, 4², 3², 1²</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>12.8</td>
<td>7, 5³, 2³, 1³</td>
<td>3</td>
<td>5,1(7,1)</td>
</tr>
<tr>
<td>12.9</td>
<td>7, 5³, 4, 3², 2²</td>
<td>3</td>
<td>5,1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#</th>
<th>hom. type</th>
<th>ℓ</th>
<th>pr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.10</td>
<td>7, 5², 3², 2², 1²</td>
<td>3</td>
<td>5,2</td>
</tr>
<tr>
<td>12.11</td>
<td>7, 5, 4², 1⁵</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>12.12</td>
<td>7, 5, 4², 3², 1²</td>
<td>3</td>
<td>5,1</td>
</tr>
<tr>
<td>12.13</td>
<td>7, 5, 4², 3², 1³</td>
<td>3</td>
<td>5,1</td>
</tr>
<tr>
<td>12.14</td>
<td>6³, 5, 1⁴, 1⁵</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>12.15</td>
<td>6³, 4², 2, 1³</td>
<td>3</td>
<td>6,1</td>
</tr>
<tr>
<td>12.16</td>
<td>6³, 3², 2, 1²</td>
<td>3</td>
<td>6,2</td>
</tr>
<tr>
<td>12.17</td>
<td>6³, 3², 2², 1²</td>
<td>3</td>
<td>6,3</td>
</tr>
<tr>
<td>12.18</td>
<td>6², 5², 2², 1³</td>
<td>3</td>
<td>6,1(7,1)</td>
</tr>
<tr>
<td>12.19</td>
<td>6², 5, 4, 3³, 1³</td>
<td>3</td>
<td>6,2(7,2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#</th>
<th>hom. type</th>
<th>ℓ</th>
<th>pr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.20</td>
<td>6², 5, 4, 3², 2³</td>
<td>3</td>
<td>6,3(7,3)</td>
</tr>
<tr>
<td>12.21</td>
<td>6², 4³, 2, 1³</td>
<td>3</td>
<td>6,1</td>
</tr>
<tr>
<td>12.22</td>
<td>6², 4³, 3², 2</td>
<td>3</td>
<td>6,3</td>
</tr>
<tr>
<td>12.23</td>
<td>6, 5³, 3², 2, 1</td>
<td>3</td>
<td>6,2(8,2)</td>
</tr>
<tr>
<td>12.24</td>
<td>6, 5², 4², 2, 1³</td>
<td>3</td>
<td>6,1</td>
</tr>
<tr>
<td>12.25</td>
<td>6, 5, 4³, 2³</td>
<td>3</td>
<td>6,3(7,3)</td>
</tr>
<tr>
<td>12.26</td>
<td>5³, 4², 3, 1²</td>
<td>3</td>
<td>7,3</td>
</tr>
<tr>
<td>12.27</td>
<td>5³, 4³, 1³</td>
<td>4</td>
<td>7,4</td>
</tr>
<tr>
<td>12.28</td>
<td>5³, 4², 2</td>
<td>4</td>
<td>7,4</td>
</tr>
</tbody>
</table>

We could of course continue like this but the number of homaloidal types grows very quickly. We give below the homaloidal types of length \( \ell \in \{2, \ldots , 7\} \) of smallest
4.2. Automorphisms of the affine plane

As explained before, there is a natural length in the group $\text{Aut}(A^2)$, since this group is an amalgamated product of $A_2 = \text{Aut}(\mathbb{P}^2) \cap \text{Aut}(A^2)$ and $\text{Jonq}_{p, A^2} = \text{Jonq}_p \cap \text{Aut}(A^2)$, where we fix a linear embedding $A^2 \hookrightarrow \mathbb{P}^2$, and a point $p \in \mathbb{P}^2$ outside the image. By construction, the length of an element of $\text{Aut}(A^2)$, viewed in the amalgamated product, is at least equal to its length in $\text{Bir}(\mathbb{P}^2)$. We show in Proposition 4.2 that the two lengths are in fact equal, using the following result.

**Lemma 4.1.** — Let $f, g \in \text{Bir}(\mathbb{P}^2)$ be elements such that $\text{Base}(f) \cap \text{Base}(g^{-1}) = \emptyset$. Then,

\[
\deg(f \circ g) = \deg(f) \cdot \deg(g), \quad |\text{Base}(f \circ g)| = |\text{Base}(f)| + |\text{Base}(g)|
\]

and

\[
\lgth(f \circ g) = \lgth(f) + \lgth(g).
\]

**Proof.** — The two first equalities follow from Lemma 3.16(1). We prove the third one by induction on $\lgth(g)$, the case where $\lgth(g) = 0$ being obvious, since $g \in \text{Aut}(\mathbb{P}^2)$ in that case.

We then consider the case where $d = \deg(g) = \deg(g^{-1}) > 1$, and take $\varphi \in \text{Jonq} \subseteq \text{Bir}(\mathbb{P}^2)$ such that $g_1 = g \circ \varphi^{-1}$ is a predecessor of $g$. Then, $g_1^{-1}(e_0) = \varphi(g^{-1}(e_0))$ is a predecessor of $g^{-1}(e_0)$ (Corollary 3.28). This implies that $\varphi((f \circ g)^{-1}(e_0))$ is a predecessor of $(f \circ g)^{-1}(e_0)$ (Lemma 3.16) and thus that $f \circ g_1 = f \circ g \circ \varphi^{-1}$ is a predecessor of $f \circ g$ (Corollary 3.28). Hence, we obtain $\lgth(g_1) = \lgth(g) - 1$ and $\lgth(f \circ g_1) = \lgth(f \circ g) - 1$ (Theorem 1.5).

Since $\text{Base}(\varphi) \subseteq \text{Base}(g)$ (Lemma 1.3), we have $\text{Base}(g_1^{-1}) = \text{Base}(\varphi \circ g^{-1}) \subseteq \text{Base}(g^{-1})$ (Corollary 2.25), and thus $\text{Base}(f) \cap \text{Base}(g_1^{-1}) = \emptyset$. We can thus apply the induction hypothesis to get $\lgth(f \circ g_1) = \lgth(f) + \lgth(g_1)$. This achieves the proof. □

**Proposition 4.2.** — Let $f \in \text{Aut}(A^2)$. Taking an inclusion $\text{Aut}(A^2) \hookrightarrow \text{Bir}(\mathbb{P}^2)$ given by a linear embedding $A^2 \hookrightarrow \mathbb{P}^2$, the length of $f$ in $\text{Bir}(\mathbb{P}^2)$ is equal to its length in the amalgamated product $\text{Aut}(A^2)$.

**Proof.** — We write $f = a_n \circ \varphi_n \circ \cdots \circ a_1 \circ \varphi_1 \circ a_0$, where each $a_i$ is an element of $A_2$ and each $\varphi_i$ is an element of $\text{Jonq}_{p, A^2}$. If $f$ belongs to $A_2$, then its length is 0 in $\text{Bir}(\mathbb{P}^2)$ and in the amalgamated product, so we can assume that $n \geq 1$, that $\varphi_i \in \text{Jonq}_{p, A^2} \setminus A_2$ for $i = 1, \ldots, n$ and that $a_i \in A_2 \setminus \text{Jonq}_{p, A^2}$ for $i = 1, \ldots, n - 1$. We then need to prove that $\lgth(f) = n$. To do this, we first observe that $\varphi_i$ and $(\varphi_i)^{-1}$ contract exactly one curve of $\mathbb{P}^2$, namely the line $L_\infty = \mathbb{P}^2 \setminus A^2$. It implies that $(\varphi_i)^{-1}$ and $\varphi_i$ have only one proper base-point, and since both preserve lines
through $p$, then $p$ is the unique proper base-point of $\varphi_i$ and $(\varphi_i)^{-1}$. Moreover, each $a_i$ is an automorphism of $\mathbb{P}^2$ that does not fix $p$, for $i = 1, \ldots, n - 1$. Hence by induction the element $a_i \circ \varphi_i \circ \cdots \circ a_1 \circ \varphi_1 \circ a_0$ contracts the line $L_\infty$ onto $a_i(p) \neq p$, which is the unique proper base-point of $(a_i \circ \varphi_i \circ \cdots \circ a_1 \circ \varphi_1 \circ a_0)^{-1}$. In particular, $(a_i \circ \varphi_i \circ \cdots \circ a_1 \circ \varphi_1 \circ a_0)^{-1}$ and $\varphi_i$ do not have any common base-point, so $\text{lgth}(a_i+1 \circ \varphi_i+1 \circ \cdots \circ a_1 \circ \varphi_1 \circ a_0) = \text{lgth}(a_i \circ \varphi_i \circ \cdots \circ a_1 \circ \varphi_1 \circ a_0) + 1$ for each $i$. This provides the result. 

\[\square\]

4.3. Decreasing the length and increasing the degree via a single Jonquières element

In this section, we mainly provide an example of a Cremona transformation $f$ and a Jonquières element $\varphi$ such that $\text{lgth}(f \circ \varphi^{-1}) = \text{lgth}(f) - 1$ and $\text{deg}(f \circ \varphi^{-1}) > \text{deg}(f)$:

**Proposition 4.3.** — Fixing 8 general points $p_0, \ldots, p_7 \in \mathbb{P}^2$, the following hold:
(1) There exists a birational involution $f \in \text{Bir}(\mathbb{P}^2)$ of homaloidal type $(17; 6^8)$ such that
\[
f(e_0) = 17e_0 - \sum_{j=0}^7 6e_{p_j} \quad \text{and} \quad f(e_i) = 6e_0 - e_{p_i} - 2\sum_{j=0}^7 e_{p_j} \quad \text{for } i = 0, \ldots, 7.
\]

(2) For each general point $q \in \mathbb{P}^2$, there exists a Jonquières element $\varphi_q$ such that
\[
\varphi_q^{-1}(e_0) = 5e_0 - 4e_{p_0} - e_{p_1} - \cdots - e_{p_7} - e_q.
\]

(3) For all $f$ and $\varphi$ as in (1) and (2), the birational map $f_q = f \circ \varphi_q^{-1}$ satisfies:
\[
\text{lgth}(f_q) = 4 < 5 = \text{lgth}(f) \quad \text{and} \quad \text{deg}(f_q) = 19 > 17 = \text{deg}(f).
\]

(4) For any two distinct general points $q, q' \in \mathbb{P}^2$, and all choices of $f_q, f_{q'}$ as in (3), we have
\[
f_{q'} \notin f_q \text{ Aut}(\mathbb{P}^2).
\]

**Proof.**

(1)-(2). — Let $U_D \subseteq (\mathbb{P}^2)^8$ be the subset of 8-uples $(p_0, \ldots, p_7)$ such that the points $p_i$ are pairwise distinct and the blow-up $\pi : X \to \mathbb{P}^2$ of $p_0, \ldots, p_7$ is a Del Pezzo surface. By Lemma 4.4 below, $U_D$ is a dense open subset of $(\mathbb{P}^2)^8$. For each $(p_0, \ldots, p_7) \in U_D$, we can then define $\hat{f} \in \text{Aut}(X)$ to be the Bertini involution (see [Dol12, Section 8.8.2]) and obtain that $f = \pi \circ \hat{f} \circ \pi^{-1} \in \text{Bir}(\mathbb{P}^2)$ has degree 17 and satisfies the conditions given in (1). Since $(5; 4, 1^8)$ is a homaloidal type, Corollary 2.27 yields a dense open subset $V_0 \subseteq (\mathbb{P}^2)^9$ such that for all each $(p_0, \ldots, p_7, q) \in V_0$ there exists $\varphi_q \in \text{Bir}(\mathbb{P}^2)$ satisfying the condition given in (2). The element $\varphi_q$ is Jonquières by Lemma 2.42. We denote by $V$ the open set $V = V_0 \cap (U_D \times \mathbb{P}^2) \subseteq (\mathbb{P}^2)^9$, by $\kappa : (\mathbb{P}^2)^9 \to (\mathbb{P}^2)^8$ the projection on the first eight factors, and by $U \subseteq (\mathbb{P}^2)^8$ the open set given by $U = \kappa(V)$. For each $(p_0, \ldots, p_7) \in U$, the assertions (1) and (2) are then satisfied.

(3). — We take $f$ and $\varphi_q$ as in (1) and (2), write $f_q = f \circ \varphi_q^{-1}$, and observe that
\[
f_q(e_0) = f(5e_0 - 4e_{p_0} - e_{p_1} - \cdots - e_{p_7} - e_q) = 19e_0 - 4e_{p_0} - 7e_{p_1} - \cdots - 7e_{p_7} - f(e_q),
\]

**ANNALES HENRI LEBESGUE**
whence the homaloidal type of $f_q^{-1}$ is $(19; 7^7, 4, 1)$. In particular, we have $\deg(f_q) = \deg(f_q^{-1}) = 19$. Recall that we also have $\lgth(f_q) = \lgth(f_q^{-1})$. Therefore, to show that $\lgth(\pi) = 5$ and $\lgth(f_q) = 4$, it suffices to look at Examples 3.18 and 3.19, where we already observed that Algorithm 3.17 applied to $(19; 7^7, 4, 1)$ and $(17; 6^8)$ yields the following sequences of homaloidal types:

$$
(17; 6^8) \rightarrow (14; 6, 5^6, 3) \rightarrow (8; 3^7) \rightarrow (5; 2^6) \rightarrow (3; 2, 1^4) \rightarrow (1);
(19; 7^7, 4, 1) \rightarrow (13; 5^6, 4, 1^2) \rightarrow (8; 4, 3^5, 1^2) \rightarrow (4; 3, 1^6) \rightarrow (1).
$$

One could also check that the homaloidal type of $f_q$ is $(19; 11, 8, 5^7)$. However, it is useless for the proof we propose.

(4) — Take two general points $q, q'$ and suppose that $f_{q'} = f_q \circ \alpha$ for some $\alpha \in \operatorname{Aut}(\mathbb{P}^2)$. Then, $f_q(e_0) = f_{q'}(e_0)$, which implies that $f(e_0) = f(e_{q'})$, whence $q = q'$.

The following result is classical:

**Lemma 4.4.** — Let $\pi : X \rightarrow \mathbb{P}^2$ be the blow-up of $r$ distinct proper points, with $1 \leq r \leq 8$. Then, $X$ is a Del Pezzo surface if and only if the following conditions are satisfied: no 3 of the points are collinear, no 6 lie on the same conic, and no 8 of the points lie on the same cubic singular at one of the points. Moreover, these conditions correspond to a dense open subset of $(\mathbb{P}^2)^r$, and are thus satisfied for sufficiently general points.

**Proof.** — Follows from [Dol12, Proposition 8.1.25].

### 4.4. The number of predecessors is not uniformly bounded

Let $f \in \operatorname{Bir}(\mathbb{P}^2)$ be a Cremona transformation. If $\deg(f) \leq 4$, one can check that $f$ admits a unique predecessor up to right multiplication by an element of $\operatorname{Aut}(\mathbb{P}^2)$. If $\deg(f) \leq 5$, then $f$ may admit more than one predecessor modulo $\operatorname{Aut}(\mathbb{P}^2)$ (but all having the same homaloidal type, by Lemma 1.3). Example 4.5 gives an example of degree 5 with two predecessors having distinct configurations of base-points, and Lemma 4.6 shows that the number of predecessors modulo $\operatorname{Aut}(\mathbb{P}^2)$ is not uniformly bounded.

**Example 4.5.** — Let us consider the birational involution $g \in \operatorname{Bir}(\mathbb{P}^2)$ given by

$$
\begin{align*}
g : [x : y : z] &\mapsto \left[ \begin{array}{ccc}
x & y & z \\
-\frac{1}{x} + \frac{1}{y} + \frac{1}{z} & \frac{x}{x} + \frac{1}{y} + \frac{1}{z} & \frac{1}{x} + \frac{1}{y} - \frac{1}{z}
\end{array} \right] = [x vw : ywu : zuv]
\end{align*}
$$

where $u = -yz + xz + xy$, $v = yz - xz + xy$, and $w = yz + xz - xy$. We see that $g$ is of degree 5. It has moreover 6 base-points of multiplicity 2, namely the 3 points $p_1 = [1 : 0 : 0]$, $p_2 = [0 : 1 : 0]$, $p_3 = [0 : 0 : 1]$, and 3 other points $q_1, q_2, q_3$, where each $q_i$ is infinitely near to $p_i$. The homaloidal type of $g$ is therefore $(5; 2^6)$.

The algorithm consists of applying a cubic birational transformation whose linear system consists of cubics singular at one of the $p_i$ and passing through 4 of the
remaining 5 base-points. The predecessors of \( g \) are thus of degree 3. However, we get distinct classes up to automorphism of \( \mathbb{P}^2 \), depending on our choice of the 4 points.

Denoting by \( \rho_1, \rho_2 \in \text{Bir}(\mathbb{P}^2) \) the birational maps of degree 3 given by

\[
\rho_1: [x : y : z] \mapsto \left[ \frac{z}{x(\frac{1}{x} + \frac{1}{y} - \frac{1}{z})} : y : z \right] = [yz^2 : yw : zw]
\]

and

\[
\rho_2: [x : y : z] \mapsto \left[ \frac{1}{x} + \frac{1}{y} + \frac{1}{z} : y : z \right] = [xyz : yu : zu],
\]

we observe that \( \alpha_1 = \rho_1 \rho_1^{-1} \) and \( \alpha_2 = \rho_2 \rho_2^{-1} \) are the two linear involutions

\[
\alpha_1: [x : y : z] \mapsto [x : y : 2x - z] \quad \text{and} \quad \alpha_2: [x : y : z] \mapsto [x : 2x - y : 2x - z].
\]

For each \( i \in \{1, 2\} \) the map \( \rho_i \in \text{Bir}(\mathbb{P}^2) \) is a Jonquières map, preserving a general line through \([1 : 0 : 0]\). This implies that \( \psi_i = \rho_i^{-1} \circ \alpha_i = g \circ \rho_i^{-1} \) is a predecessor of \( g \).

The linear system of \( \rho_1 \) consists of cubics singular at \( p_1 \) and passing through \( p_2, p_3, q_1, q_2 \). The linear system of \( \rho_2 \) consists of cubics singular at \( p_1 \) and passing through \( p_2, p_3, q_2, q_3 \). The configuration of the points being different (for \( \rho_2 \), there is a tangent direction fixed at the singular point, contrary to \( \rho_1 \)), this shows that \( \psi_1 \notin \text{Aut}(\mathbb{P}^2) \circ \psi_2 \circ \text{Aut}(\mathbb{P}^2) \).

**Lemma 4.6.** — For each integer \( i \geq 1 \), there exists \( f \in \text{Bir}(\mathbb{P}^2) \) which has at least \( i \) predecessors up to left and right composition with elements of \( \text{Aut}(\mathbb{P}^2) \).

**Proof.** — We choose \( n \) such that \( 2n - 1 \geq i \) and \( 2n - 1 \geq 5 \), and then observe that \( \chi = (n^2 + 1; n^2 - n + 1, n^{2n-1}, 1^{2n-1}) \) is a homaloidal type, whose predecessor is \( \chi_1 = (n; n - 1, 1^{2n-2}) \). We take \( 4n - 1 \) general points \( p_0, p_1, \ldots, p_{2n-1}, q_1, \ldots, q_{2n-1} \in \mathbb{P}^2 \) and choose \( f \in \text{Bir}(\mathbb{P}^2) \) such that \( f^{-1}(e_0) = (n^2 + 1)e_0 - (n^2 - n + 1)e_{p_0} - \sum_{i=1}^{2n-1} ne_{p_i} - \sum_{i=1}^{2n-1} e_{q_i} \) (which exists by Lemma 2.26).

For each \( j \in \{1, \ldots, 2n - 1\} \), there exists a Jonquières element \( \varphi_j \in \text{Bir}(\mathbb{P}^2) \) such that \( (\varphi_j)^{-1}(e_0) = ne_0 - (n - 1)e_{p_0} - \sum_{i=1}^{2n-1} e_{p_i} - e_{q_j} \) (again by Lemma 2.26). Then, \( f_j = f \circ \varphi_j^{-1} \) is a predecessor of \( f \) (follows from Lemma 3.11(3) and Lemma 3.21).

As \( \text{Base}(\varphi_j) \subseteq \text{Base}(f) \), we get \( \text{Base}(f^{-1}) = \text{Base}(\varphi_j \circ f^{-1}) \subseteq \text{Base}(f^{-1}) \) (Corollary 2.25). Moreover, \( f_j \) is Jonquières of degree \( n \) (because of the type of \( \chi_1 \)), so the same holds for \( f_j^{-1} \).

It remains to see that if \( j, k \in \{1, \ldots, 2n - 1\} \) are such that \( j \neq k \), then there are no elements \( \alpha, \beta \in \text{Aut}(\mathbb{P}^2) \) such that \( f_j = \alpha \circ f_k \circ \beta \). Indeed, otherwise we would have \( f_j(e_0) = \alpha(f_k(e_0)) \), so \( \alpha \) sends the \( 2n - 1 \) base-points of \( f_k^{-1} \) onto those of \( f_j^{-1} \), respecting the multiplicities. Note that \( f_j(e_0) \neq f_k(e_0) \), because \( \varphi_j^{-1}(e_0) \neq \varphi_k^{-1}(e_0) \). The map \( \alpha \in \text{Aut}(\mathbb{P}^2) \) has then to send a sequence of \( 2n - 1 \) points of \( \text{Base}(f^{-1}) \) onto another sequence of \( 2n - 1 \) points of \( \text{Base}(f^{-1}) \). This is impossible, as the points are general points and \( 2n - 1 \geq 5 \).

**Remark 4.7.** — It directly follows from Lemma 1.3 that the number of predecessors of \( f \in \text{Bir}(\mathbb{P}^2) \) is bounded by some number depending only on \( \deg(f) \). This follows from Lemma 1.3(3) and from the fact that the number of base-points of \( f \) is at most \( \deg(f) + 2 \) if \( f \) is not Jonquières ([BCM15, Lemma 39]). Giving a meaningful bound
does not seem so easy. The number of points of maximal multiplicity is at most 8 (this follows from the Noether inequality of Lemma 3.5 and the Noether equalities of Lemma 2.20), and the number of predecessors for each base-point of maximal multiplicity is bounded by the choice of the base-points of multiplicity one (for the Jonquières element) among the remaining base points of \( f \). This choice seems to be smaller when the number of base-points of maximal multiplicity is large.

### 4.5. Reduced decompositions of arbitrary lengths

Recall that a reduced decomposition of an element \( f \in \text{Bir}(\mathbb{P}^2) \) is a product \( f = \varphi_n \circ \cdots \circ \varphi_1 \) of Jonquières elements such that \( \varphi_{i+1} \circ \varphi_i \) is not Jonquières for \( i = 1, \ldots, n-1 \). One can of course always obtain a reduced decomposition by starting with any decomposition, simply replacing \( \varphi_i \) and \( \varphi_{i+1} \) with their product if this one is Jonquières. Proposition 4.11 shows that the length of reduced decompositions is unbounded.

We begin with the following classical result:

**Lemma 4.8.** — Let \( p_0, p_1, p_2 \) be three non-collinear points of \( \mathbb{P}^2 \). There is a quadratic birational involution \( \nu \in \text{Bir}(\mathbb{P}^2) \) preserving the pencil of lines through any of the three base-points and satisfying \( \text{Base}(\nu) = \{ p_0, p_1, p_2 \} \).

**Proof.** — It suffices to change coordinates to have \( \{ p_0, p_1, p_2 \} = \{ [1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1] \} \) and to choose \( \nu : [x : y : z] \mapsto [yz : xz : xy] \). \( \square \)

**Lemma 4.9.** — Let \( p_0, \ldots, p_5 \in \mathbb{P}^2 \) be six distinct points such that no 3 of them are collinear and not all lie on the same conic. Then, there exist three quadratic birational involutions \( \psi_1, \psi_2, \psi_3 \in \text{Bir}(\mathbb{P}^2) \), each having (three) proper base-points, such that the following hold:

1. \( \text{Base}(\psi_1) = \{ p_0, p_1, p_2 \} \);
2. \( \text{Base}(\psi_2) \cap \text{Base}(\psi_1) = \text{Base}(\psi_3) \cap \text{Base}(\psi_2) = \emptyset \);
3. \( (\psi_3 \circ \psi_2 \circ \psi_1)^{-1}(e_0) = 5e_0 - 2 \sum_{i=0}^5 e_{p_i} \).

**Proof.** — The blow-up \( \pi_1 : X \to \mathbb{P}^2 \) of the six points \( p_0, \ldots, p_5 \) is a Del Pezzo surface (Lemma 4.4) and there exists a quadratic birational involution \( \psi_1 \in \text{Bir}(\mathbb{P}^2) \) with \( \text{Base}(\psi_1) = \{ p_0, p_1, p_2 \} \) (Lemma 4.8). We then write \( q_i = \psi_1(p_i) \in \mathbb{P}^2 \) for \( i = 3, 4, 5 \). We now prove that \( \pi_2 \circ \pi_1 : X \to \mathbb{P}^2 \) is the blow-up of \( p_0, p_1, p_2, q_3, q_4, q_5 \); we have a commutative diagram

![Diagram](image)

where \( \eta \) is the blow-up of \( p_0, p_1, p_2 \), \( \hat{\psi}_1 \in \text{Aut}(Y) \) is an automorphism of order 2, \( \tau_1 \) is the blow-up of \( \{ \eta^{-1}(p_i) \mid i = 3, 4, 5 \} \), and \( \tau_2 \) is the blow-up of \( \{ \eta^{-1}(q_i) = \hat{\psi}_1(\eta^{-1}(p_i)) \mid i = 3, 4, 5 \} \).
Because $X$ is a Del Pezzo surface, the points $q_3, q_4, q_5$ are not collinear (Lemma 4.4), so there is a quadratic birational involution $\psi_2 \in \text{Bir}(\mathbb{P}^2)$ with $\text{Base}(\psi_2) = \{q_3, q_4, q_5\}$ (Lemma 4.8). We then write $q_i = \psi_2(p_i) \in \mathbb{P}^2$ for $i = 0, 1, 2$ and obtain similarly that $q_0, \ldots, q_5 \in \mathbb{P}^2$ are such that no 3 of them are collinear (since $\psi_2 \circ \psi_1 \circ \pi_1 : X \to \mathbb{P}^2$ is the blow-up of $q_0, \ldots, q_5$).

We now choose a quadratic birational involution $\psi_3 \in \text{Bir}(\mathbb{P}^2)$ with $\text{Base}(\psi_3) = \{q_0, q_1, q_2\}$ (again by Lemma 4.8). It remains to calculate

\[
(\psi_3 \circ \psi_2 \circ \psi_1)^{-1}(e_0) = \psi_1(\psi_2(2e_0 - e_{q_0} - e_{q_1} - e_{q_2}))
= \psi_1(4e_0 - e_{p_0} - e_{p_1} - e_{p_2} - 2e_{q_3} - 2e_{q_4} - 2e_{q_5})
= 5e_0 - 2 \sum_{i=0}^{5} e_{p_i},
\]

where we have used the fact that $\psi_1(e_{p_0}) = e_0 - e_{p_1} - e_{p_2}$, $\psi_1(e_{p_1}) = e_0 - e_{p_0} - e_{p_2}$, and $\psi_1(e_{p_2}) = e_0 - e_{p_0} - e_{p_1}$ (see Example 2.15). □

**Corollary 4.10.** — There exist quadratic birational maps $\varphi_1, \ldots, \varphi_6$, each having (three) proper base-points, such that

1. $\varphi_6 \circ \varphi_5 \circ \varphi_4 \circ \varphi_3 \circ \varphi_2 \circ \varphi_1 = \text{id}$;
2. $\text{Base}(\varphi_1^{-1}) \cap \text{Base}(\varphi_{i+1}) = \emptyset$ for $i = 1, \ldots, 5$.

**Proof.** — Let $p_0, \ldots, p_5 \in \mathbb{P}^2$ be six distinct points such that no 3 are collinear and not all lie on the same conic. Then, choose $\psi_1, \psi_2, \psi_3$ as in Lemma 4.9. Recall that we have in particular $(\psi_3 \circ \psi_2 \circ \psi_1)^{-1}(e_0) = 5e_0 - 2 \sum_{i=0}^{5} e_{p_i}$. Applying Lemma 4.9 to the same points, but taken in the order $p_3, p_4, p_5, p_0, p_1, p_2$, we get quadratic birational involutions $\psi_1', \psi_2', \psi_3' \in \text{Bir}(\mathbb{P}^2)$, each having three proper base-points, such that $\text{Base}(\psi_1') = \{p_3, p_4, p_5\}$, $\text{Base}(\psi_2') \cap \text{Base}(\psi_1') = \text{Base}(\psi_3') \cap \text{Base}(\psi_1') = \emptyset$ and $(\psi_3' \circ \psi_2' \circ \psi_1')^{-1}(e_0) = 5e_0 - 2 \sum_{i=0}^{5} e_{p_i}$.

The birational map $\alpha = \psi_3' \circ \psi_2' \circ \psi_1' \circ \psi_1 \circ \psi_2 \circ \psi_3$ satisfies then $\alpha^{-1}(e_0) = e_0$, so that it is an automorphism of $\mathbb{P}^2$. It remains to choose $(\varphi_6, \ldots, \varphi_1) := (\psi_3', \psi_2', \psi_1', \psi_1, \psi_2, \psi_3 \circ \alpha^{-1})$ to obtain the result. □

**Proposition 4.11.** — For each $f \in \text{Bir}(\mathbb{P}^2)$ the set of reduced decompositions of $f$ has unbounded length.

**Proof.** — To prove the result, we start with a reduced decomposition $f = \varphi_n \circ \cdots \circ \varphi_1$, and construct another one, with length $\geq n + 5$. To do this, we take quadratic birational maps $\psi_1, \ldots, \psi_6 \in \text{Bir}(\mathbb{P}^2)$, each having three proper base-points, such that $\psi_6 \circ \cdots \circ \psi_1 = \text{id}$ and $\text{Base}(\psi_i^{-1}) \cap \text{Base}(\psi_{i+1}) = \emptyset$ for $i = 1, \ldots, 5$ (which exist by Corollary 4.10). For $i = 1, \ldots, 5$, we observe that $\text{lgth}(\psi_{i+1} \circ \psi_i) = 2$ (Lemma 4.1), so $\psi_{i+1} \circ \psi_i$ is not Jonquières. Replacing all $\psi_i$ with $\alpha \circ \psi_i \circ \alpha^{-1}$ for some general $\alpha \in \text{Aut}(\mathbb{P}^2)$, we can assume that $\text{Base}(\varphi_n^{-1}) \cap \text{Base}(\psi_1) = \emptyset$, which implies that $\text{lgth}(\psi_1 \circ \varphi_n) = \text{lgth}(\varphi_n) + 1$ (Lemma 4.1) and is thus not Jonquières if $\varphi_n \not\in \text{Aut}(\mathbb{P}^2)$.

In this latter case, we obtain a reduced decomposition of $f$ of length $n + 6$ as $f = \psi_6 \circ \cdots \circ \psi_1 \circ \varphi_n \circ \cdots \circ \varphi_1$. The last case is when $\varphi_n \in \text{Aut}(\mathbb{P}^2)$. This implies that $n \geq 7$, as otherwise $\varphi_n \circ \varphi_{n-1}$ would be Jonquières. Hence, $f = \varphi_n \in \text{Aut}(\mathbb{P}^2)$. In this case, it suffices to write $f = \psi_6 \circ \psi_5 \circ \cdots \circ \psi_1$ with $\psi_6 = f \circ \psi_6$, to get a reduced decomposition of length $6 = n + 5$. □
4.6. Examples of dynamical lengths

Lemma 4.12. — The element $\kappa \in \text{Bir}(\mathbb{P}^2)$ given by $[x : y : z] \mapsto [yz + x^2 : xz : z^2]$ satisfies

$$\text{lgth}(\kappa^a) = a, \quad \text{deg}(\kappa^a) = 2^a, \quad |\text{Base}(\kappa^a)| = 3a$$

for each integer $a \geq 1$. In particular, we have

$$\mathfrak{d}_{\text{lgth}}(\kappa^m) = m, \quad \lambda(\kappa^m) = 2^m, \quad \mu(\kappa^m) = 3m$$

for each $m \geq 1$.

Proof. — As $\kappa$ is a Jonquières element of degree 2, we have $\text{lgth}(\kappa) = 1$, $\text{deg}(\kappa) = 2$ and $|\text{Base}(\kappa^a)| = 3$ (this last assertion follows from Noether equalities, see Lemma 2.20).

Denoting by $L \subset \mathbb{P}^2$ the line given by $z = 0$, the restriction of $\kappa$ is automorphism of $\mathbb{P}^2 \setminus L \simeq \mathbb{A}^2$, so the same holds for $\kappa^a$, for each $a \in \mathbb{Z}$. There can then be at most one proper base-point of $\kappa^a$, namely the image by $\kappa^{-a}$ of the line $z = 0$. We check that $\kappa$ contracts $L$ onto $q = [1 : 0 : 0]$, which is then the unique proper base-point of $\kappa^{-1}$, and that $p = [0 : 1 : 0]$ is the unique proper base-point of $\kappa$. This implies that $\kappa^a$ contracts the line $L$ onto $q$ for each $a \geq 1$, and thus $q$ is the unique proper base-point of $\kappa^{-a}$ for each $a \geq 1$. We obtain, for each $a \geq 1$, that $\text{Base}(\kappa) \cap \text{Base}(\kappa^{-a}) = \emptyset$. Lemma 4.1 then yields $\deg(\kappa^{a+1}) = \deg(\kappa) \cdot \deg(\kappa^a)$, $|\text{Base}(\kappa^{a+1})| = |\text{Base}(\kappa)| + |\text{Base}(\kappa^a)|$ and $\text{lgth}(\kappa^{a+1}) = \text{lgth}(\kappa) + \text{lgth}(\kappa^a)$. This provides the result, by induction over $a$. \qed

Lemma 4.13. — Choosing $\sigma, \alpha_2, \alpha_3 \in \text{Bir}(\mathbb{P}^2)$ as $\sigma : [x : y : z] \mapsto [yz : xz : xy]$, $\alpha_2 : [x : y : z] \mapsto [z + y : x + z : y]$ and $\alpha_3 : [x : y : z] \mapsto [y + z : x : y]$ we obtain $\mathfrak{d}_{\text{lgth}}(\alpha_2 \sigma) = \frac{1}{2}$ and $\mathfrak{d}_{\text{lgth}}(\alpha_3 \sigma) = \frac{1}{3}$.

Proof. — The birational involution $\sigma = \sigma^{-1}$ is quadratic with base-points $p_1 = [1 : 0 : 0], p_2 = [0 : 1 : 0], p_3 = [0 : 0 : 1]$ and its action on $\mathcal{Z}_{\mathbb{P}^2}$ satisfies

$$\sigma(e_i) = 2e_i - e_p - e_q - e_r, \quad \sigma(e_p) = e_0 - e_p - e_q - e_r, \quad \sigma(e_q) = e_0 - e_p - e_q - e_r, \quad i = 1, 2, 3,$$

as in Example 2.15. Writing $p_4 = [1 : 0 : 1], p_5 = [1 : 1 : 0], p_3$, one gets

$$\alpha_2(p_4) = p_2, \quad \alpha_2(p_2) = p_4, \quad \alpha_2(p_3) = p_5 \quad \alpha_3(p_4) = p_2, \quad \alpha_3(p_2) = p_4, \quad \alpha_3(p_3) = p_1.$$

Since $p_4$ and $p_3$ are general points of the lines contracted by $\sigma$ onto respectively $p_2$ and $p_3$, we find $\sigma(e_{p_4}) = e_{q_2}$ and $\sigma(e_{p_3}) = e_{q_3}$, where $q_2, q_3$ are points infinitely near to $p_2$ and $p_3$ respectively. In particular, writing

$$T_2 = \{ \bigoplus \mathbb{Z} e_q \mid q \in \mathcal{B}(\mathbb{P}^2), \text{ q is infinitely near or equal to } p_4 \text{ or } p_5 \} \subseteq \mathcal{Z}(\mathbb{P}^2),$$

$$T_3 = \{ \bigoplus \mathbb{Z} e_q \mid q \in \mathcal{B}(\mathbb{P}^2), \text{ q is infinitely near or equal to } p_4 \} \subseteq \mathcal{Z}(\mathbb{P}^2),$$

and writing $V_i = \mathcal{Z} e_0 \oplus \mathcal{Z} e_{p_1} \oplus \mathcal{Z} e_{p_2} \oplus \mathcal{Z} e_{p_3} \oplus T_i$, one observes that

$$\alpha_i \sigma(T_i) \subseteq T_i \quad \text{and} \quad \alpha_i \sigma(V_i) \subseteq V_i \quad \text{for } i = 2, 3.$$
We then get, for \(i = 2, 3\), a linear map \(V_i/T_i \to V_i/T_i\) given by a matrix \(M_i\) with respect to the basis \(e_0, e_{p_1}, e_{p_2}, e_{p_3}\), as follows:

\[
M_2 = \begin{pmatrix}
2 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 \\
-1 & 0 & -1 & -1 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

and

\[
M_3 = \begin{pmatrix}
2 & 1 & 1 & 1 \\
-1 & -1 & -1 & 0 \\
-1 & 0 & -1 & -1 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

We then compute

\[
A := (M_2)^2 = \begin{pmatrix}
3 & 2 & 1 & 1 \\
0 & 0 & 0 & 0 \\
-1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

and

\[
B := (M_3)^3 = \begin{pmatrix}
3 & 1 & 1 & 2 \\
-1 & 0 & -1 & -1 \\
-1 & 0 & 0 & -1 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

Let us check that \(f := (\alpha_2 \sigma)^2\) and \(g := (\alpha_3 \sigma)^3\) have dynamical lengths equal to 1.

The expression of \(A\) shows us that \(\text{deg} f = 3\) and \(\text{comult}(f) \leq 3 - 2 = 1\), so that \(f\) is a Jonquières transformation. Set \(d_{-1} = 0\), \(d_0 = 1\) and \(d_n = 3d_{n-1} - d_{n-2}\) for \(n \geq 1\).

A straightforward induction on \(n\) would show that for each non-negative integer \(n\), the coefficients \((1, 1)\) and \((1, 3)\) of \(A^n\) satisfy:

\[
(A^n)_{1,1} = d_n, \quad (A^n)_{1,3} = d_n - d_{n-1}.
\]

Since \(2(d_n - d_{n-1}) + 1 > d_n\), it follows from Corollary 2.29 that \(d_n - d_{n-1}\) is the highest multiplicity of \(f^n\). Therefore, a predecessor \(g_n\) of \(f^n\) satisfies

\[
\text{deg} g_n \geq \text{comult}(f^n) = d_n - (d_n - d_{n-1}) = d_{n-1} = \text{deg} f^{n-1}.
\]

This proves that \(f^{n-1}\) is a predecessor of \(f^n\), so that \(\text{lgth}(f^n) = \text{lgth}(f^{n-1}) + 1\), proving that \(\text{lgth}(f^n) = n\) and \(\mathfrak{d}_{\text{lgth}}(f) = 1\).

One would prove analogously that \(g\) has dynamical degree 1, since the coefficients \((1, 1)\) and \((1, 4)\) of \(B^n\) satisfy:

\[
(B^n)_{1,1} = d_n, \quad (B^n)_{1,4} = d_n - d_{n-1}. \quad \square
\]

**Corollary 4.14.** We have

\[
\frac{1}{2} \mathbb{Z}_{\geq 0} \cup \frac{1}{3} \mathbb{Z}_{\geq 0} \subseteq \mathfrak{d}_{\text{lgth}}(\text{Bir}(\mathbb{P}^2)) = \{ \mathfrak{d}_{\text{lgth}}(f) \mid f \in \text{Bir}(\mathbb{P}^2) \}
\]

**Proof.** Lemma 4.13 yields elements \(f_2, f_3 \in \text{Bir}(\mathbb{P}^2)\) such that \(\mathfrak{d}_{\text{lgth}}(f_2) = \frac{1}{2}\) and \(\mathfrak{d}_{\text{lgth}}(f_3) = \frac{1}{3}\). We then get \(\mathfrak{d}_{\text{lgth}}(f_2^m) = \frac{m}{2}\) and \(\mathfrak{d}_{\text{lgth}}(f_3^m) = \frac{m}{3}\) for each \(m \geq 0. \quad \square

### 4.7. Length of monomial transformations

Recall that the group \(\text{GL}_2(\mathbb{Z})\) can be viewed as the subgroup of monomial transformations of \(\text{Bir}(\mathbb{P}^2)\): a matrix \((a \ b \ c \ d)\) corresponds to the transformation \([x : y : 1] \mapsto [x^a y^b : x^c y^d : 1]\). In this section, we give an algorithm to compute the length and dynamical length in \(\text{Bir}(\mathbb{P}^2)\) of all monomial transformations.

In Section 4.7.1, we first introduce the submonoids \(S_R \subseteq \text{SL}_2(\mathbb{Z})_{\geq 0}\) of \(\text{SL}_2(\mathbb{Z})\) (see Lemma 4.15) and explain how to compute the lengths of their elements. In Section 4.7.2, we deal with the particular case of ordered elements (see Definition 4.21).
and relate the computation or their lengths with continued fractions (this relation is not needed in the sequel). In Section 4.7.3, we give the length of every element of \( \text{GL}_2(\mathbb{Z}) \) by reducing to the case of elements of \( S_R \) (Lemma 4.25). The dynamical length of every element of \( \text{GL}_2(\mathbb{Z}) \) is then computed in Section 4.7.4.

4.7.1. The length of elements of \( \text{SL}_2(\mathbb{Z})_{>0} \)

In our first lemma we introduce some piece of notation and recall basic results:

**Lemma 4.15.** — Writing \( \text{SL}_2(\mathbb{Z})_{>0} = \{ (a,b) \in \text{SL}_2(\mathbb{Z}) | a, b, c, d \geq 0 \} \), we get:

1. \( \text{SL}_2(\mathbb{Z})_{>0} = S_L \uplus S_R \uplus \{ \text{id} \} \) (disjoint union), where

   \[
   S_L = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \bigg| \begin{array}{c}
   a \geq b > 0 \\
   c \geq d > 0
   \end{array} \right\} = \text{SL}_2(\mathbb{Z})_{>0} \cdot L,
   \]

   \[
   S_R = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \bigg| \begin{array}{c}
   0 \leq a \leq b \\
   0 \leq c \leq d
   \end{array} \right\} = \text{SL}_2(\mathbb{Z})_{>0} \cdot R.
   \]

2. \( \text{SL}_2(\mathbb{Z})_{>0} \) is the free monoid generated by \( L = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \) and \( R = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \).

3. \( L \cdot \text{SL}_2(\mathbb{Z})_{>0} \cdot R = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \bigg| \begin{array}{c}
   0 \leq a \leq b \\
   0 \leq c \leq d
   \end{array} \right\} \).

**Proof.** — We write

\[
S_L = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \bigg| \begin{array}{c}
   a \geq b > 0 \\
   c \geq d > 0
   \end{array} \right\}, \quad S_R = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \bigg| \begin{array}{c}
   0 \leq a \leq b \\
   0 \leq c \leq d
   \end{array} \right\}
\]

and obtain \( S_L \cup S_R \subseteq \text{SL}_2(\mathbb{Z})_{>0} \). The sets \( S_L, S_R \) and \( \{ \text{id} \} \) are pairwise disjoint. To show \( \text{SL}_2(\mathbb{Z})_{>0} = S_L \cup S_R \cup \{ \text{id} \} \), we take \( M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z})_{>0} \) \( \setminus \{ \text{id} \} \) and show that \( M \in S_L \cup S_R \). As \( a, b, c, d \geq 0 \) and \( ad - bc = 1 \), we have \( a, d > 0 \). If \( b = 0 \), then \( a = d = 1 \) and \( c > 0 \), so \( M = L' \in S_L \). Similarly, if \( c = 0 \), then \( M = R^k \in S_R \). We can thus assume that \( a, b, c, d > 0 \). The equality \( 1 = ad - bc = (a-b)d - b(c-d) \) shows us that if \( a-b \) is positive (resp. negative), then \( c-d \) is non-negative (resp. non-positive). We have therefore \( (a-b) \cdot (c-d) \geq 0 \), which yields \( M \in S_L \cup S_R \).

We then observe that \( \text{SL}_2(\mathbb{Z})_{>0} \cdot L \subseteq S_L \) and \( S_L \cdot L^{-1} \subseteq \text{SL}_2(\mathbb{Z})_{>0} \), which yield \( \text{SL}_2(\mathbb{Z})_{>0} \cdot L = S_L \). We similarly obtain \( \text{SL}_2(\mathbb{Z})_{>0} \cdot R = S_R \). This yields (1), which implies (2). Assertion (3) follows from

\[
L \cdot \text{SL}_2(\mathbb{Z})_{>0} \cdot R = (L \cdot \text{SL}_2(\mathbb{Z})_{>0}) \cap (\text{SL}_2(\mathbb{Z})_{>0} \cdot R) = \langle (L \cdot \text{SL}_2(\mathbb{Z})_{>0} \cdot R) \cap (\text{SL}_2(\mathbb{Z})_{>0} \cdot R) \rangle.
\]

**Definition 4.16.** — For each sequence \( (s_1, \ldots, s_n) \) of positive integers with \( n \geq 1 \), we denote by \( M(s_1, \ldots, s_n) \in S_R \subseteq \text{SL}_2(\mathbb{Z})_{>0} \) the element given by

\[
M(s_1, \ldots, s_n) = \begin{cases} 
R^{s_n}L^{s_{n-1}} \cdots R^3L^2R & \text{if } n \text{ is odd,} \\
L^sR^{s_{n-1}} \cdots R^3L^2R^s & \text{if } n \text{ is even,}
\end{cases}
\]

where \( L = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \), \( R = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \). The length of \( M(s_1, \ldots, s_n) \) in Bir(\( \mathbb{P}^2 \)) is denoted by \( \ell(s_1, \ldots, s_n) \).

**Remark 4.17.** — A matrix belongs to \( S_R \) if and only if it is of the form \( M(s_1, \ldots, s_n) \) where \( n \) and \( s_1, \ldots, s_n \) are positive integers.
The next proposition gives the length of an element of $S_R$:

**Proposition 4.18.** — Let $n \geq 1$. For each sequence $(s_1, \ldots, s_n)$ of positive integers, $M(s_1, \ldots, s_n)$ is a product of $\ell(s_1, \ldots, s_n)$ elements of length 1 that are of the form $R^s, L^s, LR^s$ or $RL^s$ for some $s \geq 1$ and thus belong to $\text{SL}_2(\mathbb{Z})_{\geq 0}$. Moreover, we have:

$$
\ell(s_1, \ldots, s_n) = \begin{cases} 
1 & \text{if } n = 1, \\
1 & \text{if } n = 2 \text{ and } s_2 = 1, \\
2 & \text{if } n = 2 \text{ and } s_2 \neq 1, \\
\ell(s_2 - 1, s_3, \ldots, s_n) + 1 & \text{if } n \geq 3, s_2 \geq 2, \\
\ell(s_3, \ldots, s_n) + 1 & \text{if } n \geq 3, s_2 = 1.
\end{cases}
$$

**Proof.** — We write $M = M(s_1, \ldots, s_n) = \ldots L^{s_2} R^{s_1}$. For each $s \geq 1$, $R^s, LR^s$ are $R^s : [x : y : z] \rightarrow [xy^s : yz^s : z^{s+1}]$, $LR^s : [x : y : z] \rightarrow [xy^s z : xy^{s+1} : z^{s+2}]$, and thus have length equal to 1. The same holds for $L^s, RL^s$ (by conjugating with $\tau$, see Remark 4.20). This gives the proof when $n = 1$ or $(n, s_2) = (2, 1)$. We thus assume $n \geq 3$, or $n = 2$ and $s_2 \geq 2$. Since $\ell(LR^s) = 1$, we have $\ell(L) \leq \ell(LM') + 1$, where $M' = M(LR^s)^{-1}$. It remains to show that equality holds to obtain the result (using Remark 4.20). Applying Lemma 4.15, we can write

$$
M = \left( \begin{array}{ccc} a & b \\
 c & d \end{array} \right), \quad M' = \left( \begin{array}{ccc} a' & b' \\
 c' & d' \end{array} \right) = \left( \begin{array}{ccc} a + (as_1 - b) & b - as_1 \\
 c + (cs_1 - d) & d - cs_1 \end{array} \right)
$$

with $b \geq a \geq 0, d \geq c \geq 0$ and $a', b', c', d' \geq 0$. The degrees of $M$ and $M'$, as birational maps of $\mathbb{P}^2$, are respectively $D = \max\{a+b, c+d\} \geq 2$ and $D' = \max\{a'+b', c'+d'\} = \max\{a, c\}$. The element $M$ corresponds to the birational map

$$
M : [x : y : z] \rightarrow [x^{a} y^{b} z^{D-a-b} : x^{c} y^{d} z^{D-c-d} : z^{D}],
$$

which has degree $D$ and exactly two proper base-points, namely $p_1 = [1 : 0 : 0]$ and $p_2 = [0 : 1 : 0]$, having multiplicity $m_1 = D - \max\{a, c\}$ and $m_2 = D - \max\{b, d\}$ respectively. Hence, $p_1$ is a base-point of maximal multiplicity and every predecessor of $M$ has degree at least $D - m_1 = D'$. $\square$

**Corollary 4.19.** — Let $n \geq 1$. If $s_1, \ldots, s_n$ and $s'_1$ are positive integers, we have

$$
\ell(s_1, \ldots, s_n) = \ell(s'_1, s_2, \ldots, s_n).
$$

**Proof.** — Directly follows from Proposition 4.18. $\square$

**Remark 4.20.** — The conjugation by $\tau = \left( \begin{array}{cc} 0 & 1 \\
 1 & 0 \end{array} \right) \in \text{GL}_2(\mathbb{Z})$ exchanges $L$ and $R$, so $\ell(s_1, \ldots, s_n)$ is also the length of

$$
\tau M(s_1, \ldots, s_n) \tau = \begin{cases} 
L^{s_n} R^{s_{n-1}} \ldots L^{s_3} R^{s_2} L^{s_1} & \text{if } n \text{ is odd,} \\
R^{s_n} L^{s_{n-1}} \ldots L^{s_3} R^{s_2} L^{s_1} & \text{if } n \text{ is even.}
\end{cases}
$$

Hence, Proposition 4.18 allows to compute the length of any element of $\text{SL}_2(\mathbb{Z})_{\geq 0}$. 

**ANNALES HENRI LEBESGUE**
4.7.2. Ordered elements and continued fractions

**Definition 4.21.** — We say that an element \( M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) of \( \text{SL}_2(\mathbb{Z})_{\geq 0} \) is ordered if we have \( 0 \leq a \leq b \leq c \leq d \) and \( 0 \leq a \leq c \leq d \). Equivalently, this means that \( M \) belongs to \( L \cdot \text{SL}_2(\mathbb{Z})_{\geq 0} \cdot R \) (see Lemma 4.15(3)).

**Remark 4.22.** — In the above definition, as \( ad - bc = 1 \), we have \( a > 0 \), so that all coefficients of \( M \) are positive.

We recall the following very classical result, whose proof is easy and well-known. We keep it as it is short, and for self-containedness. See also [Fra49, Equation (22), p. 102] or [BvdPSZ14, Section 2.1].

**Proposition 4.23.** — A matrix \( M \in \text{SL}_2(\mathbb{Z}) = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) is ordered if and only if it may be written in the form \( M = L^{s_1} R^{s_{n-1}} \cdots R^{s_2} L^{s_1} \) for some integers \( s_1, \ldots, s_n \geq 1 \) with \( n \geq 2 \) even. In this case, the integers \( s_1, \ldots, s_n \) and \( a, b, c, d \) are linked by the continued fractions

\[
\frac{b}{a} = s_1 + \cfrac{1}{s_2 + \cfrac{1}{s_3 + \cfrac{1}{\ddots + \cfrac{1}{s_{n-1}}}}} \quad \text{and} \quad \frac{d}{c} = s_1 + \cfrac{1}{s_2 + \cfrac{1}{s_3 + \cfrac{1}{\ddots + \cfrac{1}{s_{n-1}}}}}.
\]

**Proof.** — The fact that a matrix \( M \in \text{SL}_2(\mathbb{Z}) \) is ordered if and only if it can be written \( M = L^{s_1} R^{s_{n-1}} \cdots R^{s_2} L^{s_1} \) with \( n \geq 2 \) even and \( s_1, \ldots, s_n \geq 1 \) follows from Lemma 4.15. We then prove the equalities given by the continued fractions by induction on \( n \).

If \( n = 2 \), then \( L^{s_1} R^{s_1} = \begin{pmatrix} 1 & s_1 \\ s_2 & s_2+1 \end{pmatrix} \), so \( \frac{b}{a} = s_1 \) and \( \frac{d}{c} = \frac{s_1 s_2+1}{s_2} = s_1 + \frac{1}{s_2} \).

If \( n > 2 \), then \( \begin{pmatrix} a & b' \\ c' & d' \end{pmatrix} = \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix} L^{s_2} R^{s_1} \), where

\[
\frac{b'}{d'} = s_3 + \cfrac{1}{s_4 + \cfrac{1}{\ddots + \cfrac{1}{s_{n-2} + \cfrac{1}{s_{n-1}}}}} \quad \text{and} \quad \frac{d'}{c'} = s_3 + \cfrac{1}{s_4 + \cfrac{1}{\ddots + \cfrac{1}{s_{n-2} + \cfrac{1}{s_{n-1}}}}}.
\]

We replace these in \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix} \begin{pmatrix} s_1 & s_1+1 \\ s_2 & s_2+1 \end{pmatrix} \) to see that \( \frac{b}{a} = s_1 + \frac{1}{s_2 + \frac{1}{s_3 + \frac{1}{\ddots + \frac{1}{s_{n-1}}}}} \) and \( \frac{d}{c} = s_1 + \frac{1}{s_2 + \frac{1}{s_3 + \frac{1}{\ddots + \frac{1}{s_{n-1}}}}} \).

**Remark 4.24.** — The above result, together with Proposition 4.18, gives a way to compute the length of an ordered element \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) of \( \text{SL}_2(\mathbb{Z}) \) by writing \( \frac{d}{c} \) as a continued fraction with an even number of terms. Let us for example take \( A = \begin{pmatrix} 36 & 115 \\ 41 & 131 \end{pmatrix} \). Since \( \frac{131}{41} = 3 + \frac{1}{5+\frac{1}{3}} \), we have \( A = M(3, 5, 7, 1) \) by Proposition 4.23. In particular, the length of \( A \) is equal to \( \ell(3, 5, 7, 1) = \ell(4, 7, 1) + 1 = \ell(6, 1) + 2 = 3 \) by Proposition 4.18.

4.7.3. The length of elements of \( \text{GL}_2(\mathbb{Z}) \)

We now give a way to compute the length of any element of \( \text{GL}_2(\mathbb{Z}) \) by reducing to the case of elements of \( S_R \), i.e. elements of the form \( M(s_1, \ldots, s_n) \).
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**Lemma 4.25.** — For each $M \in \text{GL}_2(\mathbb{Z})$, the following hold:

1. $\text{lgth}(M) = 0 \Leftrightarrow M \in \text{GL}_2(\mathbb{Z}) \cap \text{Aut}(\mathbb{P}^2) = \langle (\frac{1}{0}, \frac{1}{0}), (\frac{1}{0}, -1) \rangle \simeq \text{Sym}_3$.
2. There exist $A, B \in \text{GL}_2(\mathbb{Z}) \cap \text{Aut}(\mathbb{P}^2)$ such that either $AMB$ or $-AMB$ belongs to $\text{SL}_2(\mathbb{Z})_{>0}$.
3. If $\text{lgth}(M) \geq 1$, there exist $A, B \in \text{GL}_2(\mathbb{Z}) \cap \text{Aut}(\mathbb{P}^2)$ such that either $AMB$ or $-AMB$ is equal to $M' = M(s_1, \ldots, s_n)$ for some $n \geq 1$ and some positive integers $s_1, \ldots, s_n \geq 1$. We then have $\text{lgth}(M) = \text{lgth}(M')$ (which can be computed directly by Proposition 4.18).

**Proof.**

(1). — We observe that the group $\text{GL}_2(\mathbb{Z}) \cap \text{Aut}(\mathbb{P}^2)$ corresponds to the group $\text{Sym}_3$ of permutations of the coordinates, generated by $[x : y : z] \mapsto [y : x : z]$ and $[x : y : z] \mapsto [x : z : y]$, which correspond to $\tau = (0 \ 1 \ 0)$ and $\nu = (1 \ 0 \ -1)$.

(2). — We consider the natural action of $\text{GL}_2(\mathbb{Z})$ on the circle $\mathbb{P}^1(\mathbb{R}) \simeq S^1$, via $\text{GL}_2(\mathbb{Z}) \rightarrow \text{PGL}_2(\mathbb{R})$. This action induces an isomorphism between $\text{Sym}_3 = \text{GL}_2(\mathbb{Z}) \cap \text{Aut}(\mathbb{P}^2)$ and the group of permutations of the set $\Delta = \{(1 : 0), (0 : 1), (1 : 1)\}$. These three points delimit the three closed intervals of $\mathbb{P}^1(\mathbb{R})$ given by $I_1 = \{[\alpha : \beta] \mid \alpha \geq \beta \geq 0\}, I_2 = \{[\alpha : \beta] \mid 0 \leq \alpha \leq \beta\}, I_3 = \{[\alpha : \beta] \mid \alpha \geq 0, \beta \leq 0\}$.

\[ I_3 \bigcap \bigcap I_2 \bigcap I_1 \]

Suppose first that $M(\Delta)$ is contained in the union of two of these three intervals. Replacing $M$ with $AM$ where $A \in \text{Sym}_3$, we can assume that $M(\Delta)$ is contained in the interval $I_1 \cup I_2 = \{[\alpha : \beta] \mid \alpha, \beta \in \mathbb{R}_{\geq 0}\}$.

The open interval $I_3$ being infinite, $M^{-1}(I_3)$ contains elements of $\mathbb{P}^1(\mathbb{R}) \setminus \Delta$. Replacing then $M$ with $MB$, with $B \in \text{Sym}_3$, we can assume that $M^{-1}(I_3 \cup I_3) \neq \emptyset$, or equivalently $M(I_3) \cap I_3 = \emptyset$.

We finish by replacing $M$ with $\pm M$ or $\pm \tau M$, to assume moreover that $\det(M) = 1$ and that the first column of $M$ has non-negative coefficients. It remains to observe that $M \in \text{SL}_2(\mathbb{Z})_{\geq 0}$. Indeed, we have $M = (\frac{a}{c} \ \frac{b}{d}) \in \text{SL}_2(\mathbb{Z})$ with $a, c \geq 0$ and $bd \geq 0$ since $[b : d] \in I_1 \cup I_2$. If $b, d \geq 0$, we are done. Otherwise $b, d \leq 0$, which yields $M(I_3) \subseteq I_1 \cup I_2$, contradicting $M(I_3) \cap I_3 = \emptyset$.

To finish the proof of (2), we suppose that $M(\Delta)$ is not contained in the union of two of the three intervals $I_1, I_2, I_3$ and derive a contradiction. This implies that the three points of $M(\Delta)$ are in the interiors of three distinct intervals. Replacing $M$ with $\pm AM$, with $A \in \text{Sym}_3$, we can assume that $M([0 : 1]) \in I_1, M([1 : 0]) \in I_2, M([1 : 1]) \in I_3$, and that the coefficients of the first column of $M$ are positive. The second column has then negative coefficients. We get $M = (\frac{a}{c} \ -\frac{b}{d})$ with $0 < a < c$ and $b > d > 0$. This yields $\det(M) = -ad + bc = a(b - d) + b(c - a) > 2$, a contradiction.

(3). — Using (2), we find $A, B \in \text{GL}_2(\mathbb{Z}) \cap \text{Aut}(\mathbb{P}^2)$ such that $M' = \pm AMB$ belongs to $\text{SL}_2(\mathbb{Z})_{>0}$. Since $\text{lgth}(M) \geq 1$, then $M'$ is not the identity. We can
thus replace $M'$ with $\tau M' \tau$ if needed and assume that $M' \in S_R = \text{SL}_2(\mathbb{Z})_{\geq 0} \cdot R$ is an ordered matrix (follows from Lemma 4.15). This implies that $M'$ has the desired form. It remains to prove that $\text{lgth}(M) = \text{lgth}(M')$. If $M' = ABM$, this is because $\text{lgth}(A) = \text{lgth}(B) = 0$. If $M' = -ABM$, we observe that $-M'$ is a product of $\text{lgth}(-M')$ elements of length 1 of the form $R^s, L^s, LR^s$ or $RL^s$, $s \geq 1$ (Proposition 4.18). Since

$$-R^s: [x : y : z] \rightarrow [z^{s+1} : xy^{s-1}z : xy^s], \quad -LR^s: [x : y : z] \rightarrow [z^{s+1} : yz^s : xy^s]$$

have length 1, the same hold for $-L^s$, $-RL^s$ (using conjugation by $\tau$ as in Remark 4.20). We thus get $\text{lgth}(M') = \text{lgth}(-M') = \text{lgth}(M)$. \hfill \Box

4.7.4. The dynamical length of elements of $\text{GL}_2(\mathbb{Z})$

We begin to compute the dynamical length of an ordered element (see Corollary 4.27 and Remark 4.28), then extend to the case of a general element of $\text{SL}_2(\mathbb{Z})$ (see Proposition 4.29). This provides the dynamical length of every element of $\text{GL}_2(\mathbb{Z})$, as $\hat{d}_{\text{lgth}}(M) = \frac{1}{2} d_{\text{lgth}}(M^2)$ for each $M \in \text{GL}_2(\mathbb{Z})$.

It will follow from our computation that $\hat{d}_{\text{lgth}}(\text{SL}_2(\mathbb{Z})) = \mathbb{Z}_+$ and $\hat{d}_{\text{lgth}}(\text{GL}_2(\mathbb{Z})) = \frac{1}{2} \mathbb{Z}_+$.

Finally, at the end of the section, we prove in Corollary 4.31 that an element of $\text{GL}_2(\mathbb{Z})$ has dynamical length $\frac{1}{2}$ if and only if it is conjugate in $\text{GL}_2(\mathbb{Z})$ to $\pm \left( \begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix} \right)$.

**Lemma 4.26.** — Let $m, n \geq 1$ and let $(s_1, \ldots, s_n), (t_1, \ldots, t_m)$ be two sequences of positive integers, such that $t_1 \geq 2$ and $m \geq 2$. We then have

$$\ell(s_1, \ldots, s_n, t_1, \ldots, t_m) = \ell(s_1, \ldots, s_n) + \ell(t_1, \ldots, t_m).$$

**Proof.** — We prove the result by induction on $n$.

If $n = 1$, then Proposition 4.18 yields

$$\ell(s_1, t_1, \ldots, t_m) = \ell(t_1 - 1, t_2, \ldots, t_m) + 1 \quad \text{Cor. 4.19}$$

If $n = 2$ and $s_2 = 1$, then Proposition 4.18 yields

$$\ell(s_1, s_2, t_1, \ldots, t_m) = \ell(t_1, \ldots, t_m) + 1 = \ell(t_1, \ldots, t_m) + \ell(s_1, s_2).$$

If $n = 2$ and $s_2 \geq 2$, then Proposition 4.18 yields

$$\ell(s_1, s_2, t_1, \ldots, t_m) = \ell(s_2 - 1, t_1, \ldots, t_m) + 1,$$

which is equal to $\ell(t_1, \ldots, t_m) + 2$ by induction hypothesis. This achieves the proof since $\ell(s_1, s_2) = 2$ by Proposition 4.18.

If $n \geq 3$, then Proposition 4.18 yields

\[
\ell(s_1, \ldots, s_n, t_1, \ldots, t_m) = \begin{cases} 
\ell(s_2 - 1, s_3, \ldots, s_n, t_1, \ldots, t_m) + 1 & \text{if } s_2 \geq 2, \\
\ell(s_3, \ldots, s_n, t_1, \ldots, t_m) + 1 & \text{if } s_2 = 1,
\end{cases}
\]

\[
\ell(s_1, \ldots, s_n) = \begin{cases} 
\ell(s_2 - 1, s_3, \ldots, s_n) + 1 & \text{if } s_2 \geq 2, \\
\ell(s_3, \ldots, s_n) + 1 & \text{if } s_2 = 1,
\end{cases}
\]

so the result follows by induction. \hfill \Box
Corollary 4.27. — Let \( n \geq 2 \) be an even integer and let \((s_1, \ldots, s_n)\) be a sequence of positive integers such that either \( s_1 \geq 2 \) or \( s_1 = \cdots = s_n = 1 \). Then, the ordered element \( M = M(s_1, \ldots, s_n) \in \text{SL}_2(\mathbb{Z}) \) satisfies
\[
\vartheta_{\text{lgth}}(M) = \text{lgth}(M).
\]

Proof. — If \( s_1 = 2 \), then Lemma 4.26 yields \( \text{lgth}(M^m) = m \cdot \text{lgth}(M) \) for each \( m \geq 1 \), which yields \( \vartheta_{\text{lgth}}(M) = \text{lgth}(M) \).

If \( s_1 = \cdots = s_n = 1 \), then \( M^n = ((LR)^n)^\vartheta \). It then suffices to show that \( \text{lgth}((LR)^n) = n \) for each \( n \geq 1 \). For \( n = 1 \), this is directly given by Proposition 4.18. For \( n \geq 1 \), we also apply Proposition 4.18 and get \( \text{lgth}((LR)^n) = \text{lgth}((LR)^{n-1}) + 1 \), which yields the result by induction.

Remark 4.28. — Note that \( M(s_1, \ldots, s_n) \) is conjugate in \( \text{SL}_2(\mathbb{Z}) \) to \( M(s_2, \ldots, s_n, s_1) \). Hence, each element \( M(s_1, \ldots, s_n) \) admits a conjugate which satisfies the hypotheses of Corollary 4.27.

Proposition 4.29. — Let \( M \in \text{SL}_2(\mathbb{Z}) \).

1. If \( \text{trace}(M) \in \{0, \pm 1\} \) then \( M \) has order \( m \in \{3, 4, 6\} \) so \( \vartheta_{\text{lgth}}(M) = 0 \).
2. If \( \text{trace}(M) \in \{\pm 2\} \) then \( M \) is conjugate to \( \pm \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) for some \( a \in \mathbb{Z} \), so \( \vartheta_{\text{lgth}}(M) = 0 \).
3. If \( |\text{trace}(M)| \geq 3 \) then \( \pm M \) is conjugate to an ordered element \( M' \), so \( \vartheta_{\text{lgth}}(M) = \vartheta_{\text{lgth}}(M') \) is a positive integer.

Proof. — Writing \( \lambda = \text{trace}(M) \), the characteristic polynomial of \( M \) is equal to \( \chi_M = X^2 - \lambda X + 1 \). If \( \lambda \in \{0, \pm 1\} \), we obtain then orders 3, 4, 6, yielding (1). If \( \lambda = \pm 2 \), then \( \chi_M = (X \pm 1)^2 \), so there is an eigenvector of eigenvalue \( \pm 1 \), which can be chosen in \( \mathbb{Z}^2 \) with coprime coefficients. This yields (2).

In case (3) we can replace \( M \) with \(-M\) if needed and assume that \( \lambda \geq 3 \). We will then show that \( M \) is conjugate to an ordered matrix. The fact that \( \lambda = \text{trace}(M) \geq 3 \) implies that \( M \) has distinct positive real eigenvalues \( \mu, \mu^{-1} \) with \( \max\{\mu, \mu^{-1}\} = \frac{\lambda + \sqrt{\lambda^2 - 4}}{2} > 2 \). Write \( M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \). The two eigenspaces are spanned by two vectors \((1, \xi_1)\) and \((1, \xi_2)\), where \( \xi_1, \xi_2 \) are nonzero reals (note that \((1, 0)\) and \((0, 1)\) are not eigenvectors of \( M \) since \( bc \neq 0 \)).

(a). — If \( \xi_1\xi_2 < 0 \), then we may assume without loss of generality that \( \xi_1 > 0 \) and \( \xi_2 < 0 \) (by exchanging the names of \( \xi_1 \) and \( \xi_2 \)). Up to replacing \( M \) with \( M^{-1} \), we may furthermore assume that we have \( \mu > 1 \), where we have used the two following facts:

1. We have \( \text{trace}(M^{-1}) = \text{trace}(M) \);
2. The inverse of an ordered matrix is conjugate to an ordered matrix since the matrix \( P = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) satisfies \( PR^{-1}P^{-1} = L \) and \( PL^{-1}P^{-1} = R \).

Then, we have
\[
\begin{cases}
    a + b\xi_1 = \mu \\
    c + d\xi_1 = \mu\xi_1 \\
    a + b\xi_2 = \mu^{-1} \\
    c + d\xi_2 = \mu^{-1}\xi_2
\end{cases}
\]
which yields
\[
\begin{pmatrix} b(\xi_1 - \xi_2) = \mu - \mu^{-1} \\ c(\xi_1^{-1} - \xi_2^{-1}) = \mu - \mu^{-1} \\ a = \mu^{-1} - b\xi_2 \\ d = \mu^{-1} - \xi_2^{-1}c
\end{pmatrix}
\]
which in turn proves that \(b, c > 0\), and then \(a, d > 0\). Therefore, \(M\) belongs to the monoid generated by \(L\) and \(R\) (Lemma 4.15). As \(\text{trace}(M) \neq 2\), \(M\) is not conjugate to a matrix of the form \(L^s\) or \(R^s\) for some \(s \in \mathbb{Z}\) and is thus conjugate to an element which starts with \(L\) and ends with \(R\), hence to an ordered element (Lemma 4.15). The result then follows from Corollary 4.27.

(b). — If there exists \(s \in \mathbb{Z}\) such that \((\xi_1 + s)(\xi_2 + s) < 0\), we conjugate \(M\) with \(L^s\). This replaces \(\xi_i\) with \(\xi_i + s\) and reduces to case (a).

(c). — If (b) is not possible, there exists \(s \in \mathbb{Z}\) such that \(0 < \xi_i + s < 1\) for \(i = 1, 2\). Replacing \(s\) with \(s - 1\) if needed, we can rather assume that \(|\xi_i + s| < 1\) for both \(i\) and that \(|\xi_i + s| < \frac{1}{2}\) for at least one \(i\), which we will assume to be 1 (by exchanging the names of \(\xi_1\) and \(\xi_2\) if needed). Therefore, by conjugating \(M\) with \(L^s\) we may assume that \(|\xi_1| < \frac{1}{2}\) and \(|\xi_2| < 1\). We then conjugate \(M\) with \((-1, 0 0, 1)\). This replaces \(\xi_i\) with \(\xi_i' = -\frac{1}{\xi_i}\) for \(i = 1, 2\) and we have \(|\xi_i' - \xi_2'| = |\xi_1 - \xi_2| \cdot \frac{1}{|\xi_i|} \cdot \frac{1}{|\xi_i'|} > 2 \cdot |\xi_1 - \xi_2|\). After finitely many such steps we obtain \(|\xi_1 - \xi_2| > 1\), which then gives case (b). \(\square\)

Example 4.30. — The ordered matrices \(M(5, 1) = \begin{pmatrix} 1 & 5 \\ 0 & 6 \end{pmatrix}\) and \(M(1, 1, 1, 1) = \begin{pmatrix} 2 & 3 \\ 1 & 2 \end{pmatrix}\) have lengths \(\text{lgth}(M(5, 1)) = 1\) and \(\text{lgth}(M(1, 1, 1, 1)) = 2\) (Proposition 4.18), and then dynamical lengths
\[
\vartheta_{\text{lgth}}(M(5, 1)) = \text{lgth}(M(5, 1)) = 1 \quad \text{and} \quad \vartheta_{\text{lgth}}(M(1, 1, 1, 1)) = \text{lgth}(M(1, 1, 1, 1)) = 2
\]
(Corollary 4.27). In particular, the matrices \(M(5, 1), M(1, 1, 1, 1)\) have different dynamical lengths, even if they have the same trace and determinant, and thus the same eigenvalues and dynamical degrees.

Corollary 4.31. — For each \(M \in \text{GL}_2(\mathbb{Z})\), the following conditions are equivalent:

1. We have \(\vartheta_{\text{lgth}}(M) = \frac{1}{2}\).
2. The matrix \(M\) is conjugate in \(\text{GL}_2(\mathbb{Z})\) to \(\pm \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\).
3. We have \(\det(M) = -1\) and \(\text{trace}(M) \in \{\pm 1\}\).

Proof.

(2) \(\Rightarrow\) (3). — It is obvious.

(3) \(\Rightarrow\) (1). — If \(M\) satisfies (3), we have \(\text{trace}(M^2) = (\text{trace}(M))^2 - 2 \det(M) = 3\), so that \(M^2\) is conjugate to an ordered element of trace 3 by Proposition 4.29(3). The unique ordered element of trace 3 being the matrix \(\begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix}\) = \(LR = M(1, 1)\) of dynamical length 1, this proves (1).

(1) \(\Rightarrow\) (2). — If \(M\) satisfies (1), we necessarily have \(\det(M) = -1\) and \(\vartheta_{\text{lgth}}(M^2) = 1\) (Proposition 4.29). By Proposition 4.29 and up to conjugation of \(M\) into \(\text{GL}_2(\mathbb{Z})\), there exists an element \(\varepsilon \in \{\pm 1\}\) such that \(M' := \varepsilon M^2\) is an ordered matrix satisfying
\(d_{\text{lgth}}(M') = \lgth(M') = 1\). This yields the existence of an integer \(s \geq 1\) such that \(M' = LR^s = (1 \, s_+ \, s_+^s)\). Writing \(M = (a \, b \, c \, d)\), we obtain
\[
M^2 = \begin{pmatrix} a^2 + bc & b(a + d) \\ c(a + d) & d^2 + bc \end{pmatrix} = \varepsilon \begin{pmatrix} 1 & s \\ 1 & s + 1 \end{pmatrix}.
\]
The equality \(c(a + d) = \varepsilon\) gives us \(\text{trace}(M) = a + d = \pm 1\), so that (as above) \(\text{trace}(M^2) = (\text{trace}(M))^2 - 2 \det(M) = 3\). This implies \(\varepsilon(s + 2) = 3\), so that \(\varepsilon = s = 1\). This proves that \(b = c = a + d \in \{\pm 1\}\) and since \(a^2 + bc = 1\), we finally obtain \(a = 0\) and \(b = c = d \in \{\pm 1\}\), proving that \(M = \pm \begin{pmatrix} 0 & 1 \\ 1 & 1 \end{pmatrix}\).

4.8. Dynamical length of regularisable elements and the proof of Theorem 1.10

Recall the two following definitions:

**Definition 4.32.** An element \(f \in \text{Bir}(\mathbb{P}^2)\) is said to be regularisable if there exists a birational map \(\eta : X \dashrightarrow \mathbb{P}^2\), where \(X\) is a smooth projective surface, such that \(\eta^{-1} \circ f \circ \eta \in \text{Aut}(X)\). By [BD15, Theorem B], this is equivalent to \(\mu(f) = 0\), where \(\mu\) denotes the dynamical number of base-points, as explained in the introduction. (The statement of [BD15, Theorem B] is made over \(\mathbb{C}\) but its proof works over any algebraically closed field).

**Definition 4.33.** An element \(f \in \text{Bir}(\mathbb{P}^2)\) is said to be loxodromic if \(\log(\lambda(f)) > 0\) (where \(\lambda(f) = \lim_{n \to \infty} (\deg(f^n))^{1/n}\) is the dynamical degree of \(f\), as explained in the introduction).

It follows from [Giz80, DF01, BD15] that a Cremona transformation \(f \in \text{Bir}(\mathbb{P}^2)\) belongs to exactly one of the five following categories:

1. **Algebraic elements:**
2. **Jonquières twists:** \(f \in \text{Bir}(\mathbb{P}^2)\) is a Jonquières twist if the sequence \(n \mapsto \deg(f^n)\) grows linearly, i.e. if the sequence \(n \mapsto \frac{\deg(f^n)}{n}\) admits a nonzero limit when \(n\) goes to infinity. Equivalently, \(f\) preserves a rational fibration \(\mathbb{P}^2 \dashrightarrow \mathbb{P}^1\) and is not algebraic;
3. **Halphen twists:** \(f \in \text{Bir}(\mathbb{P}^2)\) is a Halphen twist if the sequence \(n \mapsto \deg(f^n)\) grows quadratically, i.e. if the sequence \(n \mapsto \frac{\deg(f^n)}{n^2}\) admits a nonzero limit when \(n\) goes to infinity. Equivalently, \(f\) preserves an elliptic fibration \(\mathbb{P}^2 \dashrightarrow \mathbb{P}^1\) and is not algebraic;
4. **Regularisable loxodromic elements:** In this case, \(\lambda(f)\) is a Salem number or a reciprocal quadratic integer (see [DF01, BC16b]);
5. **Non-regularisable loxodromic elements:** In this case, \(\lambda(f)\) is a Pisot number by [BC16b].

If \(f\) is a Halphen twist or a regularisable loxodromic element, we will prove that the dynamical length \(d_{\text{lgth}}(f)\) is positive in Corollary 4.37 and Proposition 4.39. In Lemma 4.12, an example of non-regularisable loxodromic element \(f \in \text{Bir}(\mathbb{P}^2)\) whose dynamical length \(d_{\text{lgth}}(f)\) is positive was given. These results are summarised in Figure 1.1 and achieve the proof of Theorem 1.10.
The following result follows from the proof of [BC16b, Lemma 5.10].

**Lemma 4.34.** — Let \( f_1, f_2 \in W_{\infty} \) be two elements such that \( \text{Base}(f_1) \cup \text{Base}(f_2) \) contains at most 9 points. Then,

\[
\sqrt{\deg(f_1 \circ f_2^{-1})} \leq \sqrt{\deg(f_1)} + \sqrt{\deg(f_2)}
\]

**Lemma 4.35.** — Let \( \psi \in \text{Bir}(\mathbb{P}^2) \setminus \text{Aut}(\mathbb{P}^2) \) be a birational map, and let \( r \) be its number of base-points. Recall that we have \( r \geq 3 \) by Lemma 3.5. Then, the following hold:

1. \( \lgth(\psi) \geq \frac{\log(\deg(\psi))}{\log(\frac{5}{2})} \).
2. If \( r \leq 9 \), then \( \lgth(\psi) \geq \sqrt{\frac{\deg(\psi)}{5}} \).

**Proof.** — We prove the result by induction on \( \lgth(\psi) \). When \( \lgth(\psi) = 1 \), then \( \psi \) is a Jonquières transformation of degree \( d = \deg(\psi) > 1 \), which implies that \( r = 2 \deg(\psi) - 1 \). Hence, (1) is an equality and (2) holds, as \( r \leq 9 \) yields \( \deg(\psi) \leq 5 \).

Suppose now that \( \lgth(\psi) > 1 \), and let \( \phi \in \text{Bir}(\mathbb{P}^2) \) be a Jonquières element such that \( \psi' = \psi \circ \phi \) is a predecessor of \( \psi \) (which implies in particular that \( \lgth(\psi') = \lgth(\psi) - 1 \)). We then have \( \text{Base}(\phi^{-1}) \subseteq \text{Base}(\psi) \) (Lemma 1.3), which yields \( \text{Base}(\psi'^{-1}) \subseteq \text{Base}(\psi^{-1}) \) (Corollary 2.25). This proves that \( \phi \) and \( \psi' \) have at most \( r \) base-points. In particular, we have \( \deg(\phi) \leq \frac{r+1}{2} \).

To prove (1) we start with \( \deg(\psi) \leq \deg(\psi') \cdot \deg(\phi) \leq \deg(\psi') \cdot \frac{r+1}{2} \), which yields \( \log(\deg(\psi)) \leq \log(\deg(\psi')) + \log(\frac{r+1}{2}) \). Applying induction to \( \psi' \), we then get \( \frac{\log(\deg(\psi))}{\log(\frac{r+1}{2})} \leq \frac{\log(\deg(\psi'))}{\log(\frac{r+1}{2})} + 1 \leq \lgth(\psi') + 1 = \lgth(\psi) \), as desired.

To prove (2), we denote by \( \pi : Z \to \mathbb{P}^2 \) the blow-up of the base-points of \( \phi^{-1} \). As \( \text{Base}(\phi^{-1}) \subseteq \text{Base}(\psi) \), there is a birational morphism \( \epsilon : X \to Z \), such that \( \pi \circ \epsilon \) is the blow-up of the base-points of \( \psi \). We then get a commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{\psi} & \mathbb{P}^2 \\
\downarrow{\pi} & & \downarrow{\psi'} \\
Z & \xrightarrow{\phi} & \mathbb{P}^2 \\
\end{array}
\]

where \( \eta, \eta' \) are the blow-ups of the base-points of \( \phi \) and \( \psi^{-1} \) respectively. As \( \eta' \) blows-up \( r \) points, the same holds for \( \eta' \circ \epsilon \). Hence, we find that \( \text{Base}(\psi') \cup \text{Base}(\phi) \subseteq \text{Base}((\eta \circ \epsilon)^{-1}) \) contains at most \( r \leq 9 \) points. We can then apply Lemma 4.34, which yields \( \sqrt{\deg(\psi)} = \sqrt{\deg(\psi' \circ \phi^{-1})} \leq \sqrt{\deg(\psi')} + \sqrt{\deg(\phi)} \leq \sqrt{\deg(\psi')} + \sqrt{5} \).

Applying induction to \( \psi' \), we find

\[
\sqrt{\frac{\deg(\psi)}{5}} \leq \sqrt{\frac{\deg(\psi')}{5}} + 1 \leq \lgth(\psi') + 1 = \lgth(\psi).
\]

**Proposition 4.36.** — Let \( \pi : X \to \mathbb{P}^2 \) be a birational morphism which is the blow-up of at most 9 points and let \( \phi \in \pi \text{Aut}(X)\pi^{-1} \subseteq \text{Bir}(\mathbb{P}^2) \) be a Cremona
transformation. Then, the sequence $n \mapsto \frac{\deg(\varphi^n)}{n}$ admits a limit $L \in \mathbb{R}$ when $n$ goes to infinity and we have

$$d_{\text{lgth}}(\varphi) \geq \sqrt{\frac{L}{5}}.$$  

**Proof.** — Denote by $\Delta \subseteq B(\mathbb{P}^2)$ the set of points blown-up by $\pi$. For each $n \in \mathbb{Z}$, we have $\text{Base}(\varphi^n) \subseteq \Delta$. In particular we have $\sqrt{\deg(\varphi^{m+n})} = \sqrt{\deg(\varphi^{m} \circ (\varphi^{-1})^{-1})} \leq \sqrt{\deg(\varphi^{m})} + \sqrt{\deg(\varphi^{-n})} = \deg(\varphi^{m}) + \deg(\varphi^{-n})$ for all $m, n \geq 1$ (Lemma 4.34).

This means that the sequence $n \mapsto \sqrt{\deg(\varphi^n)}$ is subadditive, so $\lim_{n \to \infty} \frac{\deg(\varphi^n)}{n}$ exists, which is equivalent to saying that $\lim_{n \to \infty} \frac{\deg(\varphi^n)}{n^2}$ exists.

For each $n \geq 1$, the number of base-points of $\varphi^n$ is at most 9. This yields $\lgth(\varphi^n) \geq \sqrt{\frac{\deg(\varphi^n)}{5}}$ (Lemma 4.35(2)), whence $\frac{\lgth(\varphi^n)}{n} \geq \sqrt{\frac{\deg(\varphi^n)}{5n^2}}$ and the result follows by taking the limit when $n$ goes to infinity. □

**COROLLARY 4.37.** — If $\varphi \in \text{Bir}(\mathbb{P}^2)$ is a birational transformation such that $(\deg(\varphi^n))_{n \geq 1}$ grows quadratically (i.e. $\varphi$ is a Halphen twist), then

$$d_{\text{lgth}}(\varphi) \geq \sqrt{\frac{1}{5} \lim_{n \to \infty} \frac{\deg(\varphi^n)}{n^2}} > 0.$$  

**Proof.** — A birational transformation of $\mathbb{P}^2$ has a quadratic growth if and only if it is conjugate to an automorphism of a Halphen surface, obtained by blowing-up 9 points of $\mathbb{P}^2$ [Giz80]. The result then follows from Proposition 4.36. □

**Remark 4.38.** — Using an analogue method as in [BD15, Proposition 5.1] we are able to give a uniform lower bound $C > 0$ such that $d_{\text{lgth}}(\varphi) \geq C$ for all Halphen twists. However, this bound is far from being reached from the known examples.

**Proposition 4.39.** — Let $\varphi \in \text{Bir}(\mathbb{P}^2)$ be a loxodromic birational map which is regularisable, i.e. such that there exists a birational map $\kappa : \mathbb{P}^2 \dashrightarrow X$ that conjugates $\varphi$ to an automorphism $g = \kappa \circ \varphi \circ \kappa^{-1} \in \text{Aut}(X)$ where $X$ is a smooth projective surface.

Then, each $X$ as above is isomorphic to the blow-up of finitely many points $p_1, \ldots, p_r \in B(\mathbb{P}^2)$ with $r \geq 10$, and the dynamical length of $\varphi$ satisfies

$$d_{\text{lgth}}(\varphi) \geq \frac{\log(\lambda(\varphi))}{\log(\sqrt{5})} > 0.$$  

**Proof.** — We first show that there exists a birational morphism $\eta : X \to \mathbb{P}^2$. Suppose the converse, for contradiction. Then, [Har87, Corollary 1.2] implies that the action of $\text{Aut}(X)$ on $\text{Pic}(X)$ is finite (i.e. factorises through the action of a finite group). This is impossible: the dynamical degree of $g$, equal to the one of $\varphi$ as both are conjugate, is the spectral radius of the action of $g$ on $\text{Pic}(X) \otimes_{\mathbb{Z}} \mathbb{C}$ (see the introductions of [DF01] and [BC16b] for details on these two facts). This dynamical degree is therefore equal to 1, contradicting the fact that $\varphi$ is loxodromic.

We then obtain the existence of a birational morphism $\eta : X \to \mathbb{P}^2$ which is the blow-up of finitely many points $p_1, \ldots, p_r \in B(\mathbb{P}^2)$. Observe moreover that $r \geq 10$ because $\varphi$ is loxodromic. One way to see this classical fact is to use Proposition 4.36 which
implies that \{\deg(\tilde{\phi}^n)\}_{n \geq 1} grows at most quadratically if \( r \leq 9 \), where \( \tilde{\phi} = \eta \circ g \circ \eta^{-1} \).
This is impossible since \{\deg(\phi^n)\}_{n \geq 1} grows exponentially and because \( \phi, \tilde{\phi} \in \text{Bir}(\mathbb{P}^2) \) are conjugate (by \( \eta \circ \kappa \in \text{Bir}(\mathbb{P}^2) \)).

We then replace \( \phi \) with its conjugate \( \eta \circ g \circ \eta^{-1} \in \text{Bir}(\mathbb{P}^2) \). After this, we get \( \phi^n = \eta \circ g^n \circ \eta^{-1} \) for each \( n \geq 1 \), so \( \text{Base}(\phi^n) \subseteq \{p_1, \ldots, p_r\} \). By Lemma 4.35(1) we have \( \lgth(\phi^n) \geq \frac{\log(\deg(\phi^n))}{\log(2)} \). From \( \lim_{n \to \infty} (\deg(\phi^n))^{1/n} = \lambda(\phi) \), we deduce \( \lim_{n \to \infty} \frac{\log(\deg(\phi^n))}{n} = \frac{\log(\lambda(\phi))}{\log(2)} > 0 \) as desired.

**Lemma 4.40.** — Every element of \( \text{Aut}(\mathbb{P}^2) \) is distorted in \( \text{Bir}(\mathbb{P}^2) \).

**Proof.** — Let us first start with a diagonalisable element of \( \text{Aut}(\mathbb{P}^2) \). Up to conjugation, we may assume that this element is locally given in the diagonal form \( g: (x, y) \mapsto (\alpha x, \beta y) \) for some \( \alpha, \beta \in \mathbb{k}^* \). Consider the monomial transformation \( \tau: (x, y) \mapsto (y, xy) \) (which is a monomial transformation of minimal positive dynamical length by Corollary 4.31). For each \( n \geq 1 \) we obtain \( \tau^n: (x, y) \mapsto (x^{2n-1}y^n, x^n y^{n+1}) \) where \( (a_0, a_1, a_2, \ldots) = (0, 1, 1, 2, 3, 5, 8, \ldots) \) is the Fibonacci sequence. We then set \( \rho: (x, y) \mapsto (y, x) \) and \( \kappa: (x, y) \mapsto (x^{-1}, y) \), and get \( \varphi_1 = \tau^n \circ \rho: (x, y) \mapsto (x^a y^{a-1}, x^a y^{a+1}) \) and \( \varphi_2 = \kappa \circ \varphi_1 \circ \kappa: (x, y) \mapsto (x^a y^{a-1}, x^{-a-1+y^a}) \) so \( \varphi_1 \circ g \circ \varphi_1^{-1} \circ \varphi_2 = \varphi_2 \circ g \circ \varphi_2^{-1} \) which implies that \( g \) is distorted, since \( \lim_{n \to \infty} \frac{\alpha_n}{a_n} = 0 \).

We now consider the case of a non-diagonalisable element of \( \text{Aut}(\mathbb{P}^2) \). This element is either conjugate to \( g: [x : y : z] \mapsto [\alpha x : y + z : z] \) for some \( \alpha \in \mathbb{k}^* \) or to \( h: [x : y : z] \mapsto [x + y : y + z : z] \). If \( \text{char}(\mathbb{k}) = p > 0 \), then \( g^p \) and \( h^{p^2} \) are diagonal and thus distorted, so \( g \) and \( h \) are distorted. Hence, we may assume that \( \text{char}(\mathbb{k}) = 0 \). Write \( g, h \) locally as \( g: (x, y) \mapsto (\alpha x, y + 1) \) and \( h: (x, y) \mapsto (x + y, y + 1) \), and observe that we only need to show that \( g \) is distorted, as \( h \) is conjugate to \( g \) (with \( \alpha = 1 \)) by \( (x, y) \mapsto (x - \frac{y-1}{2}, y) \). As \( g \) is the composition of the two commuting automorphisms \( q: (x, y) \mapsto (x, y+1) \) and \( r: (x, y) \mapsto (\alpha x, y) \), it suffices to prove that both \( q \) and \( r \) are distorted. As \( r \) is diagonal, we only need to show that \( q \) is distorted. We set \( \varphi: (x, y) \mapsto (x, 2y) \) and \( F = \{g, \varphi\} \). For each \( n \geq 1 \) we have \( \varphi^n \circ q \circ \varphi^{-n} = g^{2n} \). Hence \( |q^{2n}|_F \leq 2n + 1 \), which implies that \( q \) is distorted.

We finish this section by recalling the following result, stated in [BD15] for \( k = \mathbb{C} \), but whose proof in fact works for each algebraically closed field, as we explain now:

**Proposition 4.41.** — An element \( \varphi \in \text{Bir}(\mathbb{P}^2) \) is algebraic if and only if it is of finite order or conjugate to an element of \( \text{Aut}(\mathbb{P}^2) \).

**Proof.** — By definition, every element of finite order or conjugate to an element of \( \text{Aut}(\mathbb{P}^2) \) is algebraic. It then remains to show that an algebraic element \( \varphi \in \text{Aut}(\mathbb{P}^2) \) of infinite order is conjugate to an element of \( \text{Aut}(\mathbb{P}^2) \). As \( \varphi \) is algebraic, we can conjugate \( \varphi \) to an element \( g \in \text{Aut}(S) \), where \( S \) is a smooth projective rational surface, and such that the action on \( \text{Pic}(S) \) is finite. There exists then a birational
morphism $S \to X$, where $X = \mathbb{P}^2$ or $X$ is a Hirzebruch surface $F_n$ for some $n \geq 0$ (see [BD15, Proposition 2.1], which is stated in the case where $k = \mathbb{C}$ but whose proof works over any algebraically closed field; it is proven there that we may assume $n \neq 1$, but we will not need it). If $X = \mathbb{P}^2$, we are done. The reduction to this case is then done in [BD15, Proposition 2.1] for $k = \mathbb{C}$; we follow the proof checking what is dependent of the field. If $X = F_0 = \mathbb{P}^1 \times \mathbb{P}^1$, we blow-up a fixed point (which exists as every automorphism of $\mathbb{P}^1 \times \mathbb{P}^1$ is of the form $(u, v) \mapsto (\tau_1(u), \tau_2(v))$ or $(u, v) \mapsto (\tau_2(v), \tau_1(u))$ where $\tau_1, \tau_2$ are automorphisms of $\mathbb{P}^1$ and as each automorphism of $\mathbb{P}^1$ fixes at least a point of $\mathbb{P}^1$) and contract the strict transforms of the two horizontal and vertical lines of self-intersection 0 through the point, to get a birational map $X \dashrightarrow \mathbb{P}^2$. As the point is fixed and the union of the two curves contracted is invariant, we obtain an element of $\text{Aut}(\mathbb{P}^2)$.

It remains to consider the case of the Hirzebruch surface $F_n$ with $n \geq 1$. Recall that $F_n$ is the quotient of $(\mathbb{A}^2 \setminus \{0\})^2$ by the action of $(\mathbb{G}_m)^2$ given by

$$(\mu, \rho, (y_0, y_1, z_0, z_1)) \mapsto (\mu \rho^{-n} y_0, \mu y_1, \rho z_0, \rho z_1).$$

The class of $(y_0, y_1, z_0, z_1)$ is denoted by $[y_0 : y_1 : z_0 : z_1]$ and the natural $\mathbb{P}^1$-fibration $F_n \to \mathbb{P}^1$, $[y_0 : y_1 : z_0 : z_1] \mapsto [z_0 : z_1]$ by $\pi$. It is well-known that each automorphism of $F_n$ exchanges the fibres of $\pi$ and is of the form

$$[y_0 : y_1 : z_0 : z_1] \mapsto [y_0 : y_1 + y_0 P(z_0, z_1); a z_0 + b z_1 : c z_0 + d z_1]$$

for some $(a, b, c, d) \in \text{GL}_2(k)$ and some polynomial $P \in k[z_0, z_1]$, homogeneous of degree $n$. If one point of $F_n$ that does no lie on the exceptional section $s$ given by $y_0 = 0$ is fixed, we can perform the elementary link $F_n \dashrightarrow F_{n-1}$ (blowing up the point and contracting the strict transform of the fibre through that point) to decrease the integer $n$. We can thus assume that each fixed point of $g$ is on the exceptional section. Conjugating by an element of $\text{GL}_2(k)$, we obtain two possibilities, namely

$$[y_0 : y_1 : z_0 : z_1] \mapsto [y_0 : y_1 + y_0 P(z_0, z_1); \lambda z_0 : \mu z_1]$$

or

$$[y_0 : y_1 : z_0 : z_1] \mapsto [y_0 : y_1 + y_0 P(z_0, z_1); \lambda z_0 : \lambda z_1 + z_0]$$

for some $\lambda, \mu \in k^*$.

In the first case, the actions on the two fibres $z_0 = 0$ and $z_1 = 0$ having no fixed points outside of $s$, we have $\lambda^n = \mu^n = 1$ and $P(0, 1) P(1, 0) \neq 0$.

In the second case, the action on the fibre $z_0 = 0$ having no fixed points outside of $s$ implies that $\lambda^n = 1$ and $P(1, 0) \neq 0$.

In both cases, we look at the action on the image of the open embedding $\mathbb{A}^2 \to F_n$, $(x, y) \mapsto [1 : x ; 1 : y]$. This action is given respectively by

$$(x, y) \mapsto \left( x + P(1, y), \frac{\mu y}{\lambda} \right)$$

or

$$(x, y) \mapsto \left( x + P(1, y), y + 1 \frac{1}{\lambda} \right).$$

In the first case, we write $p(y) = P(1, y)$ and $\alpha = \frac{\mu}{\lambda} \in k^*$, where $\alpha$ is a primitive $k$-th root of unity for some integer $k \geq 1$ that divides $n$. We can conjugate with $(x, y) \mapsto (x + \gamma y^k, y)$ and replace $p(y)$ with $p(y) + \gamma (\alpha^d - 1) y^d$, so we may assume that $p \in k[y^k]$. We then conjugate with $(x, y) \mapsto (\frac{x}{p(y)}, y)$ to obtain $(x, y) \mapsto (x + 1, \alpha y)$ which actually induces an automorphism of $\mathbb{P}^2$. ANNALES HENRI LEBESGUE
In the second case, we necessarily have char(k) = 0, as otherwise g would be of finite order. We write \( p(y) = P(1, y) \) and \( \beta = \frac{1}{\lambda} \in k^\ast \). It is enough to prove that the polynomial automorphism of \( A^2 \) given by \( (x, y) \mapsto (x + p(y), y + \beta) \) is conjugate to the affine polynomial automorphism \( a: (x, y) \mapsto (x, y + \beta) \). Conjugating \( a \) with the polynomial automorphism \( (x, y) \mapsto (x + q(y), y) \), where \( q \) is a polynomial, we get the polynomial automorphism \( (x, y) \mapsto (x + q(y + \alpha) - q(y), y + \beta) \). Since we are in characteristic zero, there exists a polynomial \( q \) such that \( q(y + \alpha) - q(y) = p(y) \). □

5. Lower semicontinuity of the length: the proof of Theorem 1.11

Throughout this section, \( \Pi: \mathbb{P}^2 \to \mathbb{P}^1 \) will denote the standard linear projection \( \mathbb{P}^2 \to \mathbb{P}^1 \)

\[
[x : y : z] \to [x : y].
\]

5.1. Variables

The proof of Theorem 1.11 uses the notion of variables, that we now define.

**Definition 5.1.** — A rational map \( v: \mathbb{P}^2 \to \mathbb{P}^1 \) is called a variable, if there exists a birational map \( f \in \text{Bir}(\mathbb{P}^2) \) such that \( \Pi \circ f = v \).

\[
\begin{tikzcd}
\mathbb{P}^2 \arrow{r}{f} \arrow{dr}{v} \& \mathbb{P}^2 \\
\mathbb{P}^1 \arrow{u}{\Pi}
\end{tikzcd}
\]

Writing a variable \( v: \mathbb{P}^2 \to \mathbb{P}^1 \) as \( [x : y : z] \to [v_0(x, y, z) : v_1(x, y, z)] \) where \( v_0, v_1 \in k[x, y, z] \) are homogeneous of the same degree, without common factor, we define its degree as the common degree of \( v_0 \) and \( v_1 \) (which is also the degree of a general fibre of \( v \)).

**Remark 5.2.** — Let us make the following observations:

1. A rational map \( v: \mathbb{P}^2 \to \mathbb{P}^1 \) is a variable if and only if there exists a rational map \( w: \mathbb{P}^2 \to \mathbb{P}^1 \) such that the rational map \( (v, w): \mathbb{P}^2 \times \mathbb{P}^1 \to \mathbb{P}^1 \) is birational.

2. Writing a rational map \( v: \mathbb{P}^2 \to \mathbb{P}^1 \) as \( [x : y : z] \to [v_0(x, y, z) : v_1(x, y, z)] \) where \( v_0, v_1 \in k[x, y, z] \) are homogeneous of the same degree \( d \), then \( v \) is a variable if and only if there exist an integer \( D \geq d \) and homogeneous polynomials \( h, v_2 \in k[x, y, z] \) of degrees \( D - d \) and \( D \), such that \( [x : y : z] \to [hv_0 : hv_1 : v_2] \) is an element of Bir(\( \mathbb{P}^2 \)).

3. For each \( p \in \mathbb{P}^2 \), every projection \( \pi_p: \mathbb{P}^2 \to \mathbb{P}^1 \) away from \( p \) is a variable of degree 1. Conversely, all variables of degree 1 are obtained like this.

4. The group Bir(\( \mathbb{P}^2 \)) acts transitively on the set of variables by right composition. Similarly, Aut(\( \mathbb{P}^1 \)) acts on the set of variables by left-composition.
Definition 5.3. — Let $v: \mathbb{P}^2 \rightarrow \mathbb{P}^1$ be a variable. We define the length of $v$, written $\text{lgth}(v)$, to be the minimum of the lengths of the birational maps $\varphi \in \text{Bir}(\mathbb{P}^2)$ such that $\Pi \circ \varphi = v$.

Lemma 5.4. — Let $v: \mathbb{P}^2 \rightarrow \mathbb{P}^1$ be a variable. For each $\varphi \in \text{Bir}(\mathbb{P}^2)$ such that $\Pi \circ \varphi = v$, we have

$$\text{lgth}(\varphi) \in \{\text{lgth}(v), \text{lgth}(v) + 1\}.$$  

Proof. — By definition, there exists $\psi \in \text{Bir}(\mathbb{P}^2)$ such that $\Pi \circ \psi = v$ and $\text{lgth}(\psi) = \text{lgth}(v)$. Since $\Pi \circ \varphi \circ (\psi)^{-1} = \Pi$, the map $\varphi \circ (\psi)^{-1}$ is a Jonquières transformation, which implies that the lengths of $\varphi$ and $\psi$ differ at most by one. As $\text{lgth}(v) \leq \text{lgth}(\varphi)$ by definition, we get the result. \hfill \square

Lemma 5.5. — Let $v: \mathbb{P}^2 \rightarrow \mathbb{P}^1$ be a variable, and let $\theta: \mathbb{P}^1 \rightarrow \mathbb{P}^1$ be a morphism. Then, the following are equivalent:

1. The rational map $\theta \circ v: \mathbb{P}^2 \rightarrow \mathbb{P}^1$ is a variable.
2. The morphism $\theta: \mathbb{P}^1 \rightarrow \mathbb{P}^1$ is an automorphism.

Proof. —

(1) $\Rightarrow$ (2). — If $\theta \circ v$ is a variable, its general scheme theoretic fibre is irreducible, and hence the general scheme theoretic fibre of $\theta$ is irreducible as well. This proves that $\theta$ has degree 0 or 1. As $\theta \circ v$ is non-constant, so is $\theta$, which is thus an automorphism.

(2) $\Rightarrow$ (1). — If $\theta$ is an automorphism of $\mathbb{P}^1$, we have already noted in Remark 5.2(4) that $\theta \circ v$ is a variable. \hfill \square

Lemma 5.6. — Let $f: \mathbb{P}^2 \rightarrow \mathbb{P}^2$ be a non-dominant and non-constant rational map and let $v: \mathbb{P}^2 \rightarrow \mathbb{P}^1$ be a variable. Then, the following are equivalent:

1. There exists a morphism $\kappa: \mathbb{P}^1 \rightarrow \mathbb{P}^2$ such that $\kappa \circ v = f$.
2. For each linear projection $\pi: \mathbb{P}^2 \rightarrow \mathbb{P}^1$, there exists a morphism $\theta: \mathbb{P}^1 \rightarrow \mathbb{P}^1$ such that $\pi \circ f = \theta \circ v$.
3. There exists a linear projection $\pi: \mathbb{P}^2 \rightarrow \mathbb{P}^1$ and a non-constant morphism $\theta: \mathbb{P}^1 \rightarrow \mathbb{P}^1$ such that $\pi \circ f = \theta \circ v$.

Proof. — As $f$ is non-constant, $\pi \circ f: \mathbb{P}^2 \rightarrow \mathbb{P}^1$ is a well-defined rational map for each linear projection $\pi: \mathbb{P}^2 \rightarrow \mathbb{P}^1$.

(1) $\Rightarrow$ (2). — For each linear projection $\pi: \mathbb{P}^2 \rightarrow \mathbb{P}^1$ we get $\pi \circ f = (\pi \circ \kappa) \circ v$.

(2) $\Rightarrow$ (3). — Since $f$ is not constant, there is a linear projection $\pi: \mathbb{P}^2 \rightarrow \mathbb{P}^1$ such that $\pi \circ f$ is not constant.

(3) $\Rightarrow$ (1). — Let us choose $\alpha \in \text{Aut}(\mathbb{P}^2)$, $\beta \in \text{Aut}(\mathbb{P}^1)$, and $g \in \text{Bir}(\mathbb{P}^2)$ such that $\beta \circ \pi \circ \alpha = v \circ g = \Pi$. We then replace $(\pi, f, \theta, v)$ with $(\beta \circ \pi \circ \alpha, \alpha^{-1} \circ f \circ g, \beta \circ \theta, v \circ g)$ and can assume that $\pi = v = \Pi$.

We write locally the non-constant morphism $\theta: \mathbb{P}^1 \rightarrow \mathbb{P}^1$ as $[1 : t] \rightarrow [1 : r(t)]$ for some $r(t) \in k(t) \setminus k$. The equation $\Pi \circ f = \theta \circ \Pi$ implies that $f$ is locally given as

$$[1 : t : u] \rightarrow [1 : r(t) : s(t, u)]$$
for some rational function \( s \in k(t, u) \). As \( f \) is not dominant, the two elements \( s(t, u) \) and \( r(t) \) are algebraically dependent over \( k \). Since \( k(t) \) is algebraically closed in \( k(t, u) \), this shows that \( s \in k(t) \). We can thus write \( f \) as

\[
[x : y : z] \rightarrow [f_0(x, y) : f_1(x, y) : f_2(x, y)]
\]

for some homogeneous polynomials \( f_0, f_1, f_2 \in k[x, y] \), and can choose \( \kappa : \mathbb{P}^1 \rightarrow \mathbb{P}^2 \) to be \([u : v] \mapsto [f_0(u, v) : f_1(u, v) : f_2(u, v)]\).

\[ \square \]

5.2. Definition of the Zariski topology on \( \text{Bir}(\mathbb{P}^2) \) and basic properties

Following [Dem70, Ser10], the notion of families of birational maps is defined, and used in Definition 5.8 for describing the natural Zariski topology on \( \text{Bir}(X) \).

**Definition 5.7.** — Let \( A, X \) be irreducible algebraic varieties, and let \( f \) be a \( A \)-birational map of the \( A \)-variety \( A \times X \), inducing an isomorphism \( U \rightarrow V \), where \( U, V \) are open subsets of \( A \times X \), whose projections on \( A \) are surjective.

The rational map \( f \) is given by \((a, x) \rightarrow (a, p_2(f(a, x)))\), where \( p_2 \) is the second projection, and for each \( k \)-point \( a \in A \), the birational map \( x \rightarrow p_2(f(a, x)) \) corresponds to an element \( f_a \in \text{Bir}(X) \). The map \( a \mapsto f_a \) represents a map from \( A \) (more precisely from the \( k \)-points of \( A \)) to \( \text{Bir}(X) \), and will be called a morphism from \( A \) to \( \text{Bir}(X) \).

**Definition 5.8.** — A subset \( F \subseteq \text{Bir}(X) \) is closed in the Zariski topology if for any algebraic variety \( A \) and any morphism \( A \rightarrow \text{Bir}(X) \) the preimage of \( F \) is closed.

If \( d \) is a positive integer, we set \( \text{Bir}(\mathbb{P}^2)_d := \{ f \in \text{Bir}(\mathbb{P}^2), \ deg(f) \leq d \} \). We will use the following result, which is [BF13, Proposition 2.10]:

**Lemma 5.9.** — A subset \( F \subseteq \text{Bir}(\mathbb{P}^2) \) is closed if and only if \( F \cap \text{Bir}(\mathbb{P}^2)_d \) is closed in \( \text{Bir}(\mathbb{P}^2)_d \) for any \( d \).

The aim of this whole Section 5 is to prove that for each non-negative integer \( \ell \) the set

\[ \text{Bir}(\mathbb{P}^2)^\ell := \{ f \in \text{Bir}(\mathbb{P}^2), \ lgth(f) \leq \ell \} \]

is closed in \( \text{Bir}(\mathbb{P}^2) \). By Lemma 5.9, this is equivalent to proving that \( \text{Bir}(\mathbb{P}^2)^\ell_d := \text{Bir}(\mathbb{P}^2)_d \cap \text{Bir}(\mathbb{P}^2)^\ell \) is closed in \( \text{Bir}(\mathbb{P}^2)_d \) for any \( d \). We will now describe the topology of \( \text{Bir}(\mathbb{P}^2)_d \). A convenient way to handle this topology is through the map \( \pi_d : \text{Bir}(\mathbb{P}^2)_d \rightarrow \text{Bir}(\mathbb{P}^2)_d \) that we introduce in the next definition and whose properties are given in Lemma 5.13 below.

Let us now fix the integer \( d \geq 1 \). We will constantly use the following piece of notation:

**Definition 5.10.** — Denote by \( \text{Rat}^d(\mathbb{P}^2)_d \) the projective space associated with the vector space of triples \((f_0, f_1, f_2)\) where \( f_0, f_1, f_2 \in k[x, y, z] \) are homogeneous polynomials of degree \( d \). The equivalence class of \((f_0, f_1, f_2)\) will be denoted by \([f_0 : f_1 : f_2]\).
For each \( f = [f_0 : f_1 : f_2] \in \text{Rat}(\mathbb{P}^2)_d \), we denote by \( \psi_f \) the rational map \( \mathbb{P}^2 \rightarrow \mathbb{P}^2 \) defined by
\[
[x_0 : x_1 : x_2] \mapsto [f_0(x_0, x_1, x_2) : f_1(x_0, x_1, x_2) : f_2(x_0, x_1, x_2)].
\]
Writing \( \text{Rat}(\mathbb{P}^2) \) the set of rational maps from \( \mathbb{P}^2 \) to \( \mathbb{P}^2 \) and setting \( \text{Rat}(\mathbb{P}^2)_d := \{ h \in \text{Rat}(\mathbb{P}^2), \ \deg(h) \leq d \} \), we obtain a surjective map
\[
\Psi_d : \text{Rat}(\mathbb{P}^2)_d \rightarrow \text{Rat}(\mathbb{P}^2)_d, \quad f \mapsto \psi_f.
\]
This map induces a surjective map \( \pi_d : \text{Bir}(\mathbb{P}^2)_d \rightarrow \text{Bir}(\mathbb{P}^2)_d \), where \( \text{Bir}(\mathbb{P}^2)_d \) is defined to be \( \Psi_d^{-1}(\text{Bir}(\mathbb{P}^2)_d) \).

Remark 5.11. — For each field extension \( k \subseteq k' \), we can similarly associate to each \( f \in \text{Rat}(\mathbb{P}^2)_d(k') \) a rational transformation \( \psi_f : \mathbb{P}^2_{k'} \rightarrow \mathbb{P}^2_{k'} \) defined over \( k' \). This will be needed in the sequel to use a valuative criterion.

We will need the following result:

**Proposition 5.12.** — The set \( \text{Bir}(\mathbb{P}^2)_d \) is locally closed in \( \text{Rat}(\mathbb{P}^2)_d \) and thus inherits from \( \text{Rat}(\mathbb{P}^2)_d \) the structure of an algebraic variety. Moreover, the following assertions hold:

1. For each \( f \in \text{Bir}(\mathbb{P}^2)_d \setminus \text{Bir}(\mathbb{P}^2)_d \), the rational map \( \psi_f : \mathbb{P}^2 \rightarrow \mathbb{P}^2 \) is non-dominant.
2. For each field extension \( k \subseteq k' \), the set \( \text{Bir}(\mathbb{P}^2)_d(k') \) is equal to the set \( \{ f \in \text{Rat}(\mathbb{P}^2)_d(k'), \ \psi_f : \mathbb{P}^2_{k'} \rightarrow \mathbb{P}^2_{k'}, \ \text{is birational} \} \).

**Proof.** — Even if the first assertion is [BF13, Lemma 2.4(2)], we recall the argument since it will be used to prove the rest of the proposition. Denote by \( F \subseteq \text{Rat}(\mathbb{P}^2)_d \times \text{Rat}(\mathbb{P}^2)_d \) the closed algebraic variety corresponding to pairs \( ([g_0 : g_1 : g_2], [f_0 : f_1 : f_2]) \) such that the “formal composition”
\[
g \circ f = [h_0 : h_1 : h_2] = [g_0(f_0, f_1, f_2) : g_1(f_0, f_1, f_2) : g_0(f_0, f_1, f_2)]
\]
is a “multiple” (maybe zero) of the identity. This corresponds to asking that \( h_0 y = h_1 x, h_0 z = h_2 x, h_1 z = h_2 y \). We then define \( F_0 \subseteq F \) to be the closed subset such that the formal composition is zero. If \( (g, f) \in F_0 \), let us observe that the formal composition \( g \circ f \) is zero, so that the rational map \( \psi_f : \mathbb{P}^2 \rightarrow \mathbb{P}^2 \) is non-dominant. Conversely, if \( (g, f) \in F \setminus F_0 \), the formal composition \( g \circ f \) is non-zero, so that the rational map \( \psi_f : \mathbb{P}^2 \rightarrow \mathbb{P}^2 \) is birational.

The second projection \( \text{pr}_2 : \text{Rat}(\mathbb{P}^2)_d \times \text{Rat}(\mathbb{P}^2)_d \rightarrow \text{Rat}(\mathbb{P}^2)_d \) yields two closed subvarieties
\[
G_0 = \text{pr}_2(F_0) \subseteq G = \text{pr}_2(F) \subseteq \text{Rat}(\mathbb{P}^2)_d.
\]
By what has been said above, \( \psi_f \) is non-dominant when \( f \in G_0 \) and birational when \( f \in G \setminus G_0 \). It follows that \( (G \setminus G_0) \subseteq \text{Bir}(\mathbb{P}^2)_d \). Since \( \deg(\varphi^{-1}) = \deg(\varphi) \) for each \( \varphi \in \text{Bir}(\mathbb{P}^2) \) (Lemma 2.20(3)), we even get the equality \( \text{Bir}(\mathbb{P}^2)_d = G \setminus G_0 \). This shows that \( \text{Bir}(\mathbb{P}^2)_d \) is locally closed in \( \text{Rat}(\mathbb{P}^2)_d \), and also gives (1). To obtain (2), we observe that the construction made in the proof is defined over \( k' \), and that the inverse of any birational transformation of \( \mathbb{P}^2 \) defined over \( k' \) is still defined over \( k' \). \( \square \)
The following result, which is [BF13, Corollary 2.9], will be crucial for us since it provides us a bridge from the “weird” topological space $\mathcal{Bir}(\mathbb{P}^2)_d$ to the “nice” topological space $\mathcal{Bir}(\mathbb{P}^2)$ which is an algebraic variety.

**Lemma 5.13.** — The map $\pi_d: \mathcal{Bir}(\mathbb{P}^2)_d \to \mathcal{Bir}(\mathbb{P}^2)_d$ is continuous and closed. In particular, it is a quotient topological map: A subset $F \subseteq \mathcal{Bir}(\mathbb{P}^2)_d$ is closed if and only if its preimage $\pi_d^{-1}(F)$ is closed.

Recall that our aim is to prove that $\mathcal{Bir}(\mathbb{P}^2)_\ell := \{ f \in \mathcal{Bir}(\mathbb{P}^2)_d, \text{lgth}(f) \leq \ell \}$ is closed in $\mathcal{Bir}(\mathbb{P}^2)_d$. By Lemma 5.13, this reduces to prove that $\mathcal{Bir}(\mathbb{P}^2)_\ell := \pi_d^{-1}(\mathcal{Bir}(\mathbb{P}^2)_\ell)$ is closed in (the algebraic variety) $\mathcal{Bir}(\mathbb{P}^2)$.

We conclude this section by noting that the conjunction of Lemmas 5.9 and 5.13 gives us the following useful characterisation (already contained in [BF13, Corollary 2.7]) of closed subsets of $\mathcal{Bir}(\mathbb{P}^2)$:

**Lemma 5.14.** — A subset $F \subseteq \mathcal{Bir}(\mathbb{P}^2)$ is closed if and only if $\pi_d^{-1}(F \cap \mathcal{Bir}(\mathbb{P}^2)_d) \subseteq \mathcal{Bir}(\mathbb{P}^2)_d$ is closed for any $d$.

### 5.3. The use of a valuative criterion

Let us set

$$R := k[[t]], \quad \text{and} \quad K := k((t)),$$

where $k[[t]]$ is the ring of formal power series and $k((t))$ its field of fractions (also known as formal Laurent series).

We will also write $\overline{K} = \bigcup_{a \geq 1} k((t^{1/a}))$ since this latter field is an algebraic closure of $K$ by Newton–Puiseux theorem [Rui93, Proposition 4.4].

**Definition 5.15.** — Let $n \geq 1$ be an integer and let $a = a(t) = [a_0 : \cdots : a_n] \in \mathbb{P}^n(K)$ be a $K$-point of the $n$-th projective space $\mathbb{P}^n$. Then, up to multiplying $(a_0, \ldots, a_n)$ with some power of $t$, we may assume that all coefficients $a_i$ belong to $R$ and that the evaluation $(a_0(0), \ldots, a_n(0))$ at $t = 0$ is nonzero. This enables us to define non ambiguously the element $a(0) \in \mathbb{P}^n$, also denoted $\lim_{t \to 0} a(t)$, by

$$a(0) = \lim_{t \to 0} a(t) := [a_0(0) : \cdots : a_n(0)].$$

**Remark 5.16.** — More generally, if $X$ is a complete $k$-variety and $x = x(t) \in X(K)$ is a $K$-point of $X$, one can define $x(0) = \lim_{t \to 0} x(t) \in X$ in the following way: The morphism $x: \text{Spec}(K) \to X$ admits a unique factorisation of the form $x = \tilde{x} \circ \iota$ where $\iota: \text{Spec}(K) \hookrightarrow \text{Spec}(R)$ is the open immersion induced by the natural injection $R \hookrightarrow K$ and where $\tilde{x}: \text{Spec}(R) \to X$ is a $k$-morphism (see the valuative criterion of properness given in [Har77, (II, Theorem 4.7), p. 101]).

The following valuative criterion is classical, see e.g. [MFK94, Chapter 2, Section 1, p. 52–54]. We refer to [Fur09] for a proof in characteristic zero and to [Bla16] for a proof in any characteristic.
Lemma 5.17. — Let \( \varphi : X \to Y \) be a morphism between algebraic \( k \)-varieties, \( X \) being quasi-projective, and \( Y \) being projective. Let \( y_0 \) be a (closed) point of \( Y \). Then, the two following assertions are equivalent:

1. We have \( y_0 \in \varphi(X) \);
2. There exists a \( K \)-point \( x = x(t) \in X(K) \) such that the \( K \)-point \( y = y(t) := \varphi(x(t)) \in Y(K) \) satisfied \( y_0 = y(0) \).

Remark 5.18. — Lemma 5.17 is analogue to the case of a continuous map \( \varphi : X \to Y \) between metric spaces where a point \( y_0 \) of \( Y \) belongs to \( \varphi(X) \) if and only if there exists a sequence \((x_n)_{n \geq 1}\) of \( X \) such that \( y_0 = \lim_{n \to +\infty} \varphi(x_n) \).

Remark 5.19. — Applying Definition 5.15 to an element \( f = f(t) = [f_0 : f_1 : f_2] \) of \( \mathfrak{Rat}(\mathbb{P}^2)_d(K) \) allows us to define \( f(0) \in \mathfrak{Rat}(\mathbb{P}^2)_d \). If we assume furthermore that \( f \in \mathfrak{Bir}(\mathbb{P}^2)_d(K) \subseteq \mathfrak{Rat}(\mathbb{P}^2)_d(K) \), note that \( f(0) \) necessarily belongs to \( \mathfrak{Bir}(\mathbb{P}^2)_d \) by Lemma 5.17, so that \( \psi_{f(0)} : \mathbb{P}^2 \to \mathbb{P}^2 \) is either birational or non-dominant by Proposition 5.12. Let us recall for clarity that for any \( f \in \mathfrak{Rat}(\mathbb{P}^2)_d(K) \), we have defined a \( K \)-rational transformation \( \psi_f : \mathbb{P}^2_K \to \mathbb{P}^2_K \) in Remark 5.11, and that this transformation is moreover birational if we assume that \( f \in \mathfrak{Bir}(\mathbb{P}^2)_d(K) \) by Proposition 5.12(2).

We will prove that \( \mathfrak{Bir}(\mathbb{P}^2)_d \) is closed in \( \mathfrak{Bir}(\mathbb{P}^2)_d(K) \). For this, we will prove that its closure \( \overline{\mathfrak{Bir}(\mathbb{P}^2)_d} \) in \( \mathfrak{Rat}(\mathbb{P}^2)_d \) is such that \( \overline{\mathfrak{Bir}(\mathbb{P}^2)_d} \cap \mathfrak{Bir}(\mathbb{P}^2)_d = \mathfrak{Bir}(\mathbb{P}^2)_d \). We begin with the following result which is just a (technical) application of the valuative criterion given above. If \( k' \) is an extension field of \( k \), \( \text{Aut}_{k'}(\mathbb{P}^2) \simeq \text{PGL}_3(k') \), resp. \( \text{Bir}_{k'}(\mathbb{P}^2) \), denotes the group of automorphisms, resp. birational transformations, of \( \mathbb{P}^2 \) defined over \( k' \). Actually, we will only consider the cases where \( k' = \overline{k} \) (since we will use the valuative criterion given in Lemma 5.17) and where \( k' = \overline{k} \) (since we need an algebraically closed field in order to apply the machinery about the length that we have developed).

Proposition 5.20. — For any \( h \in \overline{\mathfrak{Bir}(\mathbb{P}^2)_d} \) there exists \( f \in \mathfrak{Bir}(\mathbb{P}^2)_d(K) \) such that \( h = f(0) \), and such that the birational map \( \psi_f \in \text{Bir}_{\overline{k}}(\mathbb{P}^2) \) associated to \( f \in \mathfrak{Bir}(\mathbb{P}^2)_d(K) \) has length at most \( \ell \).

The proof of Proposition 5.20 relies on the two following lemmas:

Lemma 5.21. — For each \( p \in \mathbb{P}^2 \), the set \( \text{Jonq}_{p,d} := \Psi_d^{-1}(\text{Jonq}_p \cap \text{Bir}(\mathbb{P}^2)_d) \) is closed in \( \text{Bir}(\mathbb{P}^2)_d \).

Proof. — Up to applying an automorphism of \( \mathbb{P}^2 \), we may assume that \( p = [0 : 0 : 1] \). Denote by \( \mathcal{L} \) the projective space (of dimension 3) associated with the vector space of pairs \((g_0, g_1)\) where \( g_0, g_1 \in k[x, y] \) are homogeneous polynomials of degree 1. The equivalence class of \((g_0, g_1)\) will be denoted by \([g_0 : g_1]\). Denote by \( Y \subseteq \mathfrak{Bir}(\mathbb{P}^2)_d \times \mathcal{L} \) the closed subvariety given by elements \( ([f_0 : f_1 : f_2], [g_0 : g_1]) \) satisfying \( f_0 g_1 = f_1 g_0 \). Since the first projection \( \text{pr}_1 : \mathfrak{Bir}(\mathbb{P}^2)_d \times \mathcal{L} \to \mathfrak{Bir}(\mathbb{P}^2)_d \) is a closed morphism, the lemma follows from the equality \( \text{Jonq}_{p,d} = \text{pr}_1(Y) \).

Remark 5.22. — Lemma 5.21 asserts that \( \text{Jonq}_{p,d} = \pi_d^{-1}(\text{Jonq}_p \cap \mathfrak{Bir}(\mathbb{P}^2)_d) \) is closed in \( \mathfrak{Bir}(\mathbb{P}^2)_d \) for each \( d \). By Lemma 5.14, this means that \( \text{Jonq}_p \) is closed in \( \text{Bir}(\mathbb{P}^2) \).
Lemma 5.23. — Any Cremona transformation \( g \in \text{Bir}(\mathbb{P}^2) \) of length \( \ell \) admits an expression of the form

\[
g = a_1 \circ \varphi_1 \circ \cdots \circ a_\ell \circ \varphi_\ell \circ a_{\ell+1},
\]

where \( a_1, \ldots, a_{\ell+1} \in \text{Aut}(\mathbb{P}^2), \varphi_1, \ldots, \varphi_\ell \in \text{Jonq}_p, \) and \( \deg(\varphi_i) \leq \deg(g) \) for each \( i \).

Proof. — This follows from Theorem 1.5 and the fact that if \( \varphi \) is a Jonquières transformation such that \( g \circ \varphi \) is a predecessor of \( g \), then \( \text{Base}(\varphi^{-1}) \subseteq \text{Base}(g) \) (Lemma 1.3(3)), which implies that \( g \) hasn at least \( 2\deg(\varphi) - 1 \) base-points, so \( \deg(g) \geq \deg(\varphi) \) (every element of \( \text{Bir}(\mathbb{P}^2) \) of degree \( d \geq 2 \) has at most \( 2d - 1 \) points, and equality holds if and only if the map is Jonquières [BCM15, Lemma 13]). \( \square \)

Proof of Proposition 5.20. — In order to use Lemma 5.17, we realise \( \text{Bir}(\mathbb{P}^2)^d_\ell \) as the image of a morphism of algebraic varieties. Let us fix \( p = [0 : 0 : 1] \in \mathbb{P}^2 \). By Lemma 5.23, an element \( f \) of \( \text{Bir}(\mathbb{P}^2)_d \) belongs to \( \text{Bir}(\mathbb{P}^2)^d_\ell \) if and only if the birational transformation \( \psi_f \) admits an expression of the form

\[
\psi_f = a_1 \circ \varphi_1 \circ \cdots \circ a_\ell \circ \varphi_\ell \circ a_{\ell+1},
\]

where \( a_1, \ldots, a_{\ell+1} \in \text{Aut}(\mathbb{P}^2), \varphi_1, \ldots, \varphi_\ell \in \text{Jonq}_p, \) and \( \deg(\varphi_i) \leq d \) for each \( i \).

We now use the closed subvariety \( \text{Jonq}_{p,d} \subseteq \text{Bir}(\mathbb{P}^2)_d \) given in Lemma 5.21. Define the product

\[
\mathcal{P} := (\text{PGL}_3)^{\ell+1} \times (\text{Jonq}_{p,d})^\ell
\]

and let \( \text{Comp}: \mathcal{P} \to \text{Bir}(\mathbb{P}^2)^d_\ell \) be the formal composition morphism defined by

\[
(a_i)_{1 \leq i \leq \ell+1} \times (\varphi_i)_{1 \leq i \leq \ell} \mapsto a_1 \circ \varphi_1 \circ \cdots \circ a_\ell \circ \varphi_\ell \circ a_{\ell+1}.
\]

Let \( \Delta \subseteq \text{Bir}(\mathbb{P}^2)_d \times \text{Bir}(\mathbb{P}^2)^d_\ell \) be the pseudo-diagonal, i.e. the set of pairs \( (f,g) \) such that \( \psi_f = \psi_g \). Being given by the equations \( f_i g_j = f_j g_i \), for all \( i,j \), where \( f = [f_0 : f_1 : f_2] \in \text{Bir}(\mathbb{P}^2)_d, g = [g_0 : g_1 : g_2] \in \text{Bir}(\mathbb{P}^2)^d_\ell \), the set \( \Delta \) is closed into \( \text{Bir}(\mathbb{P}^2)_d \times \text{Bir}(\mathbb{P}^2)^d_\ell \).

Denote by \( \text{id} \times \text{Comp}: \text{Bir}(\mathbb{P}^2)_d \times \mathcal{P} \to \text{Bir}(\mathbb{P}^2)_d \times \text{Bir}(\mathbb{P}^2)^d_\ell \), the morphism sending \( (f,p) \) to \( (f,\text{Comp}(p)) \) and by \( \Delta' \) the closed variety defined by

\[
\Delta' := (\text{id} \times \text{Comp})^{-1}(\Delta) \subseteq \text{Bir}(\mathbb{P}^2)_d \times \mathcal{P}.
\]

By what has been said above, we have \( \text{Bir}(\mathbb{P}^2)^d_\ell = \text{pr}_1(\Delta') \) where \( \text{pr}_1: \text{Bir}(\mathbb{P}^2)_d \times \mathcal{P} \to \text{Bir}(\mathbb{P}^2)_d \) is the first projection. Setting \( \varphi = \iota \circ \text{pr}_1 \), where \( \iota: \text{Bir}(\mathbb{P}^2)_d \hookrightarrow \text{Aut}(\mathbb{P}^2)_d \) is the natural injection, we also have \( \text{Bir}(\mathbb{P}^2)^d_\ell = \varphi(\Delta') \).

Since \( h \in \overline{\varphi(\Delta')} \), Lemma 5.17 yields us the existence of an element \( (f,p) = (f(t),p(t)) \in \Delta'(K) \subseteq \text{Bir}(\mathbb{P}^2)_d(K) \times \mathcal{P}(K) \) such that \( h = f(0) \). We observe that the birational map \( \psi_f \in \text{Bir}_K(\mathbb{P}^2) \) associated to \( f \in \text{Bir}(\mathbb{P}^2)_d(K) \) has length at most \( \ell \).

\( \square \)

5.4. The end of the proof of Theorem 1.11

The main result of the previous section (Proposition 5.20) asserts that any element \( h \in \text{Bir}(\mathbb{P}^2)^d_\ell \) is equal to \( f(0) \) for a certain element \( f \in \text{Bir}(\mathbb{P}^2)_d(K) \) such that the length of \( \psi_f \in \text{Bir}_K(\mathbb{P}^2) \) is at most \( \ell \). The main technical result of the present section is Proposition 5.25 which establishes that the limit \( \psi_f(0): \mathbb{P}^2 \dashrightarrow \mathbb{P}^2 \) is either birational of length \( \leq \ell \) or non-dominant (however, in the non-dominant case, we
need to prove a stronger statement in order to make an induction). This information is sufficient for showing that $\text{Bit}(\mathbb{P}^2)_d$ is closed in $\text{Bit}(\mathbb{P}^2)_d(\overline{K})$ thus proving Theorem 1.11. We begin with the following simple lemma to be used in the proof of Proposition 5.25.

**Lemma 5.24.** — Let $V$ be a finite dimensional vector space over $k$ and let $u, v \in K \otimes_k V$ be two vectors such that

1. The vectors $u, v$ are linearly independent over $K$;
2. The vector $v$ belongs to $R \otimes_k V$ and its evaluation $v(0)$ at $t = 0$ is nonzero.

Then, there exist $\alpha, \beta \in K$ such that

1. The vector $\tilde{u} := \alpha u + \beta v$ belongs to $R \otimes_k V$;
2. The vectors $\tilde{u}(0)$ and $v(0)$ are linearly independent over $k$.

**Proof.** — Let us complete the vector $e_1 := v(0)$ in a basis $e_1, \ldots, e_n$ of $V$. Decomposing the vectors $u, v$ in this basis, we obtain expressions

$$u = \sum_i u_i e_i, \quad v = \sum_i v_i e_i,$$

where $u_1, \ldots, u_n \in K$, $v_1, \ldots, v_n \in R$ and $v_1(0) = 1, v_i(0) = 0$ for $i = 2, \ldots, n$. The vector $w := u - \frac{u_1}{v_1} v$ is nonzero and admits an expression

$$w = \sum_i w_i e_i,$$

where $w_1, \ldots, w_n \in K$ and $w_1 = 0$. Let $j$ be the unique integer such that the vector $\tilde{w} := v^j w$ belongs to $R \otimes_k V$ and its evaluation $\tilde{w}(0)$ at $t = 0$ is nonzero. The vectors $\tilde{w}(0)$ and $v(0) = e_1$ are linearly independent over $k$ because $\tilde{w}(0) \in (k e_2 \oplus \cdots \oplus k e_n) \setminus \{0\}$. Since $\tilde{w} = v^j(u - \frac{u_1}{v_1} v)$, it is enough to set $\alpha = v^j$ and $\beta = -v^j \frac{u_1}{v_1}$. 

**Proposition 5.25.** — Let $f = f(t) \in \text{Bit}(\mathbb{P}^2)_d(\overline{K}) \subseteq \text{Bit}(\mathbb{P}^2)_d(\overline{K})$ be an element such that the associated birational map $\psi_f \in \text{Bir}(\mathbb{P}^2)$ has length $\ell \geq 0$ and denote by $f(0) \in \text{Bir}(\mathbb{P}^2)_d \subseteq \text{Rat}(\mathbb{P}^2)_d$ the evaluation of $f = f(t)$ at $t = 0$ (see Definition 5.15 and Remark 5.19). Then, the following implications hold:

1. If $f(0) \in \text{Bit}(\mathbb{P}^2)_d$, then the birational map $\psi_{f(0)}$ is of length $\leq \ell$.
2. If $f(0) \in \text{Bit}(\mathbb{P}^2)_d \setminus \text{Bit}(\mathbb{P}^2)_d$, then the rational map $\psi_{f(0)}$ is equal to $\kappa \circ v$ for some variable $v: \mathbb{P}^2 \dasharrow \mathbb{P}^1$ of length $\leq \ell$ and some morphism $\kappa: \mathbb{P}^1 \to \mathbb{P}^2$.

In particular, for each linear projection $\pi: \mathbb{P}^2 \dasharrow \mathbb{P}^1$, the composition $\pi \circ \psi_{f(0)}: \mathbb{P}^2 \dasharrow \mathbb{P}^1$ is either not defined or equal to $\rho \circ v$ for some variable $v: \mathbb{P}^2 \dasharrow \mathbb{P}^1$ of length $\leq \ell$ and some endomorphism $\rho: \mathbb{P}^1 \to \mathbb{P}^1$.

**Proof.** — We prove the result by induction on $\ell$.

**Case of length $\ell = 0$.** — The equality $\ell = 0$ corresponds exactly to asking that $\psi_f \in \text{Aut}_K(\mathbb{P}^2)$. We write $f = [ha_0: ha_1: ha_2]$, where $h \in K[x, y, z]$ is homogeneous of degree $d - 1$ and $[a_0 : a_1 : a_2] \in \text{Bit}(\mathbb{P}^2)_1(K) \simeq \text{PGL}_3(K)$. We can moreover assume that $h$ belongs to $R \subseteq K$ and that the evaluation $h(0)$ of $h$ at $t = 0$ is non-zero. Similarly, we can assume that $a_0, a_1, a_2$ have coefficients in $R$ and that at least one of these has a non-zero value at $t = 0$. The element $[a_0(0) : a_1(0) : a_2(0)] \in \text{Rat}(\mathbb{P}^2)_1$ corresponds to a $3 \times 3$-matrix. If the matrix is of rank
3, the element \( f(0) \in \text{Bir}(\mathbb{P}^2)_d \) corresponds to a linear automorphism \( \psi_{f(0)} \in \text{Bir}(\mathbb{P}^2) \) of length 0. If the matrix is of rank 2, then \( \psi_{f(0)} \) admits a decomposition in the form \( \kappa \circ v \) where \( \kappa: \mathbb{P}^1 \to \mathbb{P}^2 \) is a linear morphism and \( v: \mathbb{P}^2 \to \mathbb{P}^1 \) is a linear variable, i.e. of degree 1. The last case is when the matrix has rank 1, which corresponds to the case where \( \psi_{f(0)}: \mathbb{P}^2 \to \mathbb{P}^2 \) is the constant map to some point \( a \in \mathbb{P}^2 \). Let \( \kappa: \mathbb{P}^1 \to \mathbb{P}^2 \) be the constant map to \( a \) and let \( v \) be any variable of length 0, then we have \( \psi_{f(0)} = \kappa \circ v \).

**Case of length \( \ell \geq 1 \).** — This implies that the birational transformation \( (\psi_f)^{-1} \in \text{Bir}_\mathbb{P}(\mathbb{P}^2) \) admits at least one base-point. The proof is divided into the following steps:

**Reduction to the case where all base-points are defined over \( K \).** — By assumption, the birational map \( \psi_f \in \text{Bir}_\mathbb{P}(\mathbb{P}^2) \) has length \( \ell \). Replacing \( t \) with \( t^{\frac{1}{\ell}} \) for some \( \ell \geq 1 \), we can thus assume that all base-points of \( (\psi_f)^{-1} \) are defined over \( K \).

Let us denote by \( p \in \mathbb{P}^2(K) \) a base-point of maximal multiplicity of \( (\psi_f)^{-1} \).

**Reduction to the case where \( p = [0 : 0 : 1] \).** — Write \( p = [p_0 : p_1 : p_2] \) where each \( p_i \) belongs to \( K \). Up to multiplying \( (p_0, p_1, p_2) \) by \( t^i \) for some well chosen (and unique) integer \( i \), we may assume that \( p_0, p_1, p_2 \in R \) and that \( p_i(0) \neq 0 \) for some \( i \). Let us choose coefficients \( b_{ij} \) in the field \( k \) such that the following matrix has nonzero determinant:

\[
M = \begin{pmatrix}
b_{00} & b_{01} & p_0(0) \\
b_{10} & b_{11} & p_1(0) \\
b_{20} & b_{21} & p_2(0)
\end{pmatrix}.
\]

In other words, we have \( M \in \text{GL}_3(k) \). This implies that the matrix

\[
B(t) = \begin{pmatrix}
b_{00} & b_{01} & p_0 \\
b_{10} & b_{11} & p_1 \\
b_{20} & b_{21} & p_2
\end{pmatrix} \in \text{Mat}_3(R)
\]

is invertible in \( \text{Mat}_3(R) \) (because its determinant is invertible). The evaluation at \( t = 0 \) of the corresponding automorphism \( \beta \in \text{Aut}_K(\mathbb{P}^2) = \text{PGL}_3(K) \) is the element of \( \text{PGL}_3(k) = \text{GL}_3(k)/k^* \) given by the class of the matrix \( M \in \text{GL}_3(k) \). We can replace \( f \) with \( \tilde{f} = \beta^{-1} \circ f \in B'_d(K) \) (formal composition), because we have \( \tilde{f}(0) = \beta(0)^{-1} \circ f(0) \), where \( \beta(0) \) belongs to \( \text{PGL}_3(k) \). After this change, the point \( p \) is equal to \( [0 : 0 : 1] \in \mathbb{P}^2 \subseteq \mathbb{P}^2(K) \).

As in Definition 5.15 (see also Remark 5.19), we write \( f = [f_0 : f_1 : f_2] \) where the components \( f_i \in R[x, y, z] \) satisfy \( (f_0(0), f_1(0), f_2(0)) \neq (0, 0, 0) \).

If \( (f_0(0), f_1(0)) = (0, 0) \), then \( \psi_{f(0)} \) is the constant map to \( p \); Hence we have \( f(0) \not\in \text{Bir}(\mathbb{P}^2)_d \) and the result is trivially true by taking \( \kappa: \mathbb{P}^1 \to \mathbb{P}^2 \) the constant map to \( p \) and \( v: \mathbb{P}^2 \to \mathbb{P}^1 \) any variable of length \( \leq \ell \). We can thus assume that \( (f_0(0), f_1(0)) \neq (0, 0) \), which means that \( \psi_{f(0)} \) is not the constant map to \( p \), and can consider the rational map \( \Pi \circ \psi_{f(0)}: \mathbb{P}^2 \to \mathbb{P}^1 \), given by \( [x : y : z] \to [f_0(0)(x, y, z) : f_1(0)(x, y, z)] \). We achieve the proof by studying two cases, depending on whether this rational map is constant or not.
Case A: The rational map $\Pi \circ \psi_{f(0)}$ is not constant – construction of an element of length $\ell - 1$. — Since $p = [0 : 0 : 1]$ is a base-point of maximal multiplicity of $(\psi_f)^{-1} \in \text{Bir}_p(\mathbb{P}^2)$, by Corollary 3.29 there exists an element $\varphi \in \text{Jon}_p(K)$ (i.e. an element of $\text{Bir}_p(\mathbb{P}^2)$ which preserves the pencil of lines through $p$) such that $\varphi \circ \psi_f \in \text{Bir}_p(\mathbb{P}^2)$ is of length $\ell - 1$ and of degree smaller than $\deg(\psi_f) \leq d$.

We may moreover assume that $\varphi$ satisfies the two following assertions:

(i) $\varphi$ is defined over $K$, i.e. $\varphi \in \text{Jon}_p(K)$.
(ii) $\varphi$ preserves a general line through $p$, i.e. $\Pi \circ \varphi = \Pi$.

To obtain (i), we could use the fact that all base-points of $\varphi$ are defined over $K$ (since they are contained in the base locus of $(\psi_f)^{-1}$). Alternatively, we can use the same trick as above: Since $\varphi$ is defined over $k((t^{1/a}))$ for some integer $a \geq 1$, it is enough to replace $t$ with $t^{1/a}$.

To obtain (ii), it is enough to note that any element $\varphi \in \text{Jon}_p$ may be written as a composition $\alpha \circ \varphi$ where $\alpha \in \text{Aut}(\mathbb{P}^2) \cap \text{Jon}_p$ and $\varphi \in \text{Jon}_p$ preserves a general line through $p$.

Let $g \in 2\text{Bir}(\mathbb{P}^2)_d(K)$ be such that $\psi_g = \varphi \circ \psi_f$. Note that the assumption (ii) above shows us that $\Pi \circ \psi_f = \Pi \circ \psi_g$. As before, write $g = [g_0 : g_1 : g_2]$ where the components $g_i \in R[x, y, z]$ satisfy $(g_0(0), g_1(0), g_2(0)) \neq (0, 0, 0)$. The fact that $\psi_{f(0)}$ is not the constant map to $p$ corresponds exactly to saying that $(f_0(0), f_1(0)) \neq (0, 0)$. Replacing $\varphi$ with its composition with $[x : y : z] \mapsto [t^{-i}x : t^{-i}y : z]$ for some well chosen integer $i \geq 0$ we may replace $(g_0, g_1, g_2)$ with $(t^{-i}g_0, t^{-i}g_1, g_2)$ and then assume that $(g_0(0), g_1(0)) \neq (0, 0)$. We obtain then a rational map

$$\nu: \mathbb{P}^2 \dashrightarrow \mathbb{P}^1$$

$$[x : y : z] \mapsto [f_0(0)(x, y, z) : f_1(0)(x, y, z)] = [g_0(0)(x, y, z) : g_1(0)(x, y, z)]$$

which satisfies $\nu = \Pi \circ \psi_{f(0)} = \Pi \circ \psi_{g(0)}$ and is thus non-constant by hypothesis.

Applying the induction hypothesis to $g$ (and $g(0)$), the map $\nu = \Pi \circ \psi_{g(0)} = \Pi \circ \psi_{f(0)}$ is equal to $\theta \circ v$, where $v: \mathbb{P}^2 \dashrightarrow \mathbb{P}^1$ is a variable of length at most $\ell - 1$ and $\theta: \mathbb{P}^1 \rightarrow \mathbb{P}^1$ is an endomorphism. Moreover, $\theta$ is non-constant since $\nu$ is non-constant.

(a) If $\psi_{f(0)}$ is a birational map, then $\nu = \Pi \circ \psi_{f(0)}$ is a variable. Since $\nu = \theta \circ v$, this implies that $\theta \in \text{Aut}(\mathbb{P}^1)$ (Lemma 5.5) and thus that $\text{lgth}(\nu) = \text{lgth}(v) \leq \ell - 1$.

In particular, $\text{lgth}(\psi_{f(0)}) \leq \ell$ since $\nu = \Pi \circ \psi_{f(0)}$ (Lemma 5.4) as we wanted.

(b) If $\psi_{f(0)}$ is not a birational map, then it is non-dominant (see Remark 5.19). The equality $\nu = \Pi \circ \psi_{f(0)} = \theta \circ v$ yields the existence of a morphism $\kappa: \mathbb{P}^1 \rightarrow \mathbb{P}^2$ such that $\kappa \circ v = \psi_{f(0)}$ (Lemma 5.6). This achieves the proof in this case.

Case B: The rational map $\Pi \circ \psi_{f(0)}$ is constant. — Let $[\lambda : \mu] \in \mathbb{P}^1$ be the constant value of the map $\Pi \circ \psi_{f(0)}$. There exists a homogeneous polynomial $h \in k[x, y, z]$ such that $(f_1(0), f_2(0)) = (\lambda h, \mu h)$. Up to replacing $f$ with $\alpha \circ f$, where $\alpha \in \text{Aut}(\mathbb{P}^2)$ is of the form $[x : y : z] \mapsto [ax + by : cy + dy : z]$, we can assume that $(\lambda, \mu) = (0, 1)$, which implies that $f_0(0) = 0$ and $f_1(0) \neq 0$.

In this case, we have $f(0) \notin 2\text{Bir}(\mathbb{P}^2)_d$ and $\psi_{f(0)}$ is the rational map $[x : y : z] \mapsto [0 : f_1(0)(x, y, z) : f_2(0)(x, y, z)]$. Writing $\pi: \mathbb{P}^2 \dashrightarrow \mathbb{P}^1$, $[x : y : z] \mapsto [y : z]$ the projection away from $[1 : 0 : 0]$, it remains to see that the rational map $\pi \circ \psi_{f(0)}: \mathbb{P}^2 \dashrightarrow \mathbb{P}^1$.
[x : y : z] → [f_1(0)(x, y, z) : f_2(0)(x, y, z)] is the composition of a variable \( \mathbb{P}^2 \rightarrow \mathbb{P}^1 \) of length \( \leq \ell \) and an endomorphism of \( \mathbb{P}^1 \).

To show this, let us note that by Lemma 5.24, there exist \( \alpha, \beta \in K \) such that \( \tilde{f}_0 = \alpha f_0 + \beta f_1 \in R[x, y, z] \) and \( \tilde{f}_0(0) \) does not belong to \( k \cdot f_1(0) \).

We observe that the result holds for \( f = [\tilde{f}_0 : f_1 : f_2] \in \text{Bir}(\mathbb{P}^2)_d(K) \). Indeed, \( \psi_f \) and \( \psi_{\tilde{f}} \) only differ by an element of \( \text{Aut}(\mathbb{P}^2)(K) \) that fixes \( p = [0 : 0 : 1] \), so \( \psi_f \) and \( \psi_{\tilde{f}} \) have the same length, \( p \) is a base-point of \( \psi_f^{-1} \) of maximal multiplicity, and all base-points of \( \psi_f^{-1} \) are defined over \( K \). Moreover, \( \tilde{f} \) satisfies Case A. The result then holds for \( f \), since \( \pi \circ \psi_f(0) = \pi \circ \psi_{\tilde{f}}(0) \).

**Proof of Theorem 1.11.** — We have already explained why Proposition 5.25 implies Theorem 1.11. Let us however summarise the proof. We want to show that \( \text{Bir}(\mathbb{P}^2)^\ell = \{ f \in \text{Bir}(\mathbb{P}^2), \text{lgth}(f) \leq \ell \} \) is closed in \( \text{Bir}(\mathbb{P}^2) \) for each integer \( \ell \geq 0 \). By Lemma 5.14, this is equivalent to saying that \( \text{Bir}(\mathbb{P}^2)_d^\ell = \pi_d^{-1}(\text{Bir}(\mathbb{P}^2)^\ell)_d \) is closed in \( \text{Bir}(\mathbb{P}^2)_d \) for each \( d \). This latter point directly follows from Propositions 5.20 and 5.25. □
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