UNIFORMIZING SURFACES VIA DISCRETE HARMONIC MAPS

Abstract. — We show that for any closed surface of genus greater than one and for any finite weighted graph filling the surface, there exists a hyperbolic metric which realizes the least Dirichlet energy harmonic embedding of the graph among a fixed homotopy class and all hyperbolic metrics on the surface. We give explicit examples of such hyperbolic surfaces through a new interpretation of the Nielsen realization problem for the mapping class groups.

Résumé. — Nous montrons que pour toute surface fermée de genre au moins deux et pour tout graphe pondéré fini remplissant la surface, il existe une métrique hyperbolique qui réalise le plus petit plongement harmonique en énergie de Dirichlet du graphe parmi une classe d’homotopie fixée et toutes les métriques hyperboliques sur la surface. Nous donnons des exemples explicites de telles surfaces hyperboliques par une nouvelle interprétation du problème de réalisation de Nielsen pour les groupes de difféotopies des surfaces.
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1. Introduction

The Koebe–Andreev–Thurston theorem states that any skeleton of triangulation for an oriented compact surface arises as the contact graph of a circle packing on a geometrized surface ([Thu78, Section 13.7]; see also [CdV91b]). In the case of a closed Riemann surface of genus greater than one, one obtains a hyperbolic metric which realizes given combinatorial structure by a circle pattern on the surface. The hyperbolic metric obtained is unique up to isometries, and this theorem is also called discrete uniformization theorem [Ste05, Chapter 4]. In this article, we offer yet another way of endowing a hyperbolic metric on a surface in a manner that given weighted graph is realized as the image of a harmonic map with the least energy among a fixed homotopy class as well as all the hyperbolic metrics.

Let \( X = (V, E, m_E) \) be a finite weighted graph with \( m_E : E \to (0, \infty) \). We identify each edge \( e \) with the unit interval \([0, 1]\), and denote by \( \overline{e} \) its reversed edge. We understand \( E \) the set of all oriented edges \( e, \overline{e} \in E \), and the weight function \( m_E \) is symmetric, i.e., \( m_E(e) = m_E(\overline{e}) \).

For any closed Riemann surface \((S, G)\) equipped with a hyperbolic metric \( G \), let \( f : X \to (S, G) \) be a piecewise smooth map, i.e., the restriction \( f_e : [0, 1] \to (S, G) \) is piecewise smooth for each edge \( e \). We define the energy of \( f \) by

\[
E_G(f) := \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 \left| \frac{df_e}{dt}(t) \right|^2_G dt.
\]

It is known that the energy \( E_G(f) \) attains the minimum by a harmonic map \( h_G \) among the set of all piecewise smooth maps homotopic to \( f \) (Section 2.1). A harmonic map \( h \) from \( X \) into a hyperbolic surface \((S, G)\) is a map such that \( h_e \) is a (constant speed) geodesic for each edge \( e \) and satisfies the balanced condition

\[
\sum_{e \in E_x} m_E(e) \frac{dh_e}{dt}(0) = 0, \quad \text{for each } x \in V,
\]

where \( E_x = \{ e \in E : e_0 = x \} \), the set of edges emanating from \( x \). Moreover, if a harmonic map \( h_G \) is not homotopic to a point nor to a closed curve in \((S, G)\), then \( h_G \) is unique as a map due to the negative curvature of \( G \). Then, regarding the energy \( E_G(h_G) \) of the harmonic map \( h_G \) as a function of hyperbolic metrics \( G \) on \( S \), we may further minimize \( E_G(h_G) \) given a fixed homotopy class \( \mathcal{C} \) of \( f \). A central question we consider is whether the energy \( E_G(f) \) attains the minimum for a pair \((h_0, G_0)\) of a map \( h_0 : X \to S \) in \( \mathcal{C} \) and a hyperbolic metric \( G_0 \), or not. We show that under some necessary topological condition on \( f : X \to S \), the joint minimum of \( E_G(f) \) does exist; namely, we solve the double minimization problem where the first minimization is the classical calculus of variation and the second minimization is the variation among the hyperbolic metrics. Furthermore, we identify the hyperbolic metric \( G \) when the underlying weighted graph \( X \) admits an automorphism group which is compatible with the mapping class group of \( S \).

Note that for \( i = 1, 2 \), any two pairs \((h_i, G_i)\) of a hyperbolic metric \( G_i \) on \( S \) and a harmonic map \( h_i : X \to (S, G_i) \) in \( \mathcal{C} \) have the same energy \( E_{G_1}(h_1) = E_{G_2}(h_2) \) if there exists an isometry \( \varphi : (S, G_1) \to (S, G_2) \) homotopic to the identity map on \( S \) and \( h_2 = \varphi \circ h_1 \). It holds that if a pair \((h, G)\) attains the minimum of the energy
$E_G(h)$, then the hyperbolic metric $G$ on $S$ is unique up to isometries homotopic to the identity map on $S$ under some condition on the fixed homotopy class $\mathcal{C}$ as we see below.

We say that a continuous map $f : X \to S$ fills $S$ if it is injective and the complement of the image $f$ is a disjoint union of (topological) disks. For example, any skeleton of triangulation of $S$ gives rise to such $X$ and $f$. Let us denote the set of all piecewise smooth maps homotopic to $f$ by $\mathcal{C} = [f]$, and the space of hyperbolic metrics on $S$ by $\mathcal{M}_{-1}(S)$. We define

$$\mathcal{E} : \mathcal{C} \times \mathcal{M}_{-1}(S) \to [0, \infty), \quad (f, G) \mapsto E_G(f).$$

Note that for any piecewise smooth map $f : X \to (S, G)$, we have $E_G(f) < \infty$, and any continuous map $f$ is homotopic to a piecewise smooth map.

**Theorem 1.1.** — Let $X = (V, E, m_E)$ be a connected finite weighted graph, and $S$ be a closed Riemann surface of genus greater than one. If $f : X \to S$ is a continuous map which fills $S$, then there exists a pair $(h_0, G_0)$ which attains the minimum of $\mathcal{E}$ on $\mathcal{C} \times \mathcal{M}_{-1}(S)$, where $\mathcal{C}$ is the homotopy class of $f$. Moreover, the hyperbolic metric $G_0$ on $S$ is unique up to isometries homotopic to the identity map on $S$.

In fact, we prove a more general theorem when $f$ induces a surjective homomorphism $f_* : \pi_1(X, x_0) \to \pi_1(S, f(x_0))$ in Theorem 2.6. The unique hyperbolic metric $G_0$ in Theorem 1.1 realizes the least energy harmonic embedding of $X$ into the hyperbolic surface $(S, G_0)$ determined by the weighted graph $X$ and the fixed homotopy class of maps $f : X \to S$.

The problem of minimizing energy (1.1) was studied by Colin de Verdière [CdV91a] for the embedding of finite weighted graphs into surfaces. The problem of minimizing energy also in hyperbolic metrics was suggested by Kotani and Sunada [KS01, p. 7, Section 2] and has been reiterated by Sunada [Sun13, p. 124, Section 7.7]. They showed the corresponding result in the case of flat tori (of dimension at least 2); for a connected finite weighted graph $X$, and for an $n$-dimensional torus $\mathbb{T}^n$, if $f : X \to \mathbb{T}^n$ induces a surjective homomorphism from $\pi_1(X)$ to $\pi_1(\mathbb{T}^n)$, then there exists a pair of flat metric $G_0$ on $\mathbb{T}^n$ and a harmonic map $h_0 : X \to (\mathbb{T}^n, G_0)$ homotopic to $f$ such that the corresponding energy functional $\mathcal{E}$ attains the minimum on $\mathcal{C} \times \mathcal{M}_0(\mathbb{T}^n)$, where $\mathcal{C} = [f]$ and $\mathcal{M}_0(\mathbb{T}^n)$ is the space of flat metrics on $\mathbb{T}^n$ whose volume is normalized to 1 (and such a pair is unique up to translations on $\mathbb{T}^n$). In fact, they proved the result by constructing a flat metric explicitly by using the 1-homology group of graph $X$, and called the resulting harmonic map $h_0$ into $(\mathbb{T}^n, G_0)$ (or, its equivariant lift on an abelian covering of $X$ into $\mathbb{R}^n$) the *standard realization* of $X$. Then, they proposed the problem in the case of closed hyperbolic surfaces whether such an energy functional has a minimum as a non-Euclidean analogue to their result in dimension 2. It seems that a direct construction of such a pair of a metric and harmonic map into closed hyperbolic surfaces would not work by a non-linear nature of target spaces.

Our approach to show the existence of a minimum pair of energy functional $\mathcal{E}$ for surfaces is that we define a function $\mathcal{E}_C$ associated to $\mathcal{E}$ on the Teichmüller space $\mathcal{T}(S)$. Namely, since the energy $E_G(f)$ attains the minimum at a harmonic map $h_G$ in the
homotopy class $C$ of $f$, the function $G \mapsto E_G(h_G)$ is defined on the space of hyperbolic metrics $\mathcal{M}_{-1}(S)$. This function naturally yields a function on the Teichmüller space $\mathcal{T}(S)$ of $S$. Recalling that the Teichmüller space $\mathcal{T}(S)$ consists of isotopy classes of pairs $((\Sigma, G_\Sigma), \varphi)$ of a hyperbolic surface $(\Sigma, G_\Sigma)$ and a diffeomorphism (a marking) $\varphi : S \to \Sigma$, we write $G = \varphi^*G_\Sigma$ the pull-back metric of $G_\Sigma$ on $S$. Then, the function
\[ E_C([G]) := E_G(h_G), \]
is well-defined on $\mathcal{T}(S)$ (Section 2.2). We show that the function $E_C$ on $\mathcal{T}(S)$ is strictly convex with respect to the Weil–Petersson metric (Theorem 2.3) and proper if $f$ induces a surjective homomorphism from $\pi_1(X)$ to $\pi_1(S)$ (Theorem 2.5). This shows that a minimum of the function $E_C$ on $\mathcal{T}(S)$ exists uniquely and we show that it also yields a minimum pair of the original energy functional $E$.

Actually, the result we show is a discrete analogue of a result by Yamada; he proved that if the domain is a general closed Riemannian manifold $M$ and $f : M \to (S, G)$ is a continuous map to a closed hyperbolic surface inducing a surjective homomorphism between fundamental groups, then the Dirichlet energy functional evaluated at a (unique) harmonic map homotopic to $f$ is proper and strictly convex on the Teichmüller space with respect to the Weil–Petersson metric [Yam99, Theorem 3.2.1] (see also expositions [Yam14] and [Yam17], and the recent paper [KWZ18]). We mostly follow the strategy by Yamada to show the convexity and the properness of energy functional $E_C$; but we give an independent proof for the convexity that enables us to establish an explicit Hessian formula of $E_C$ (Theorem 3.9). It is also known that such a functional on the Teichmüller space $\mathcal{T}(S)$ has various applications to, for example, the Nielsen realization problem for the mapping class groups and the fact that $\mathcal{T}(S)$ is Stein ([Ker83], [Tro92] and [Wol87]). Our construction provides a family of proper convex energy functionals on $\mathcal{T}(S)$ from finite weighted graphs; this also solves the Nielsen realization problem (Remark 5.2). Moreover, since the functional is defined in terms of a finite graph, in many cases, we are able to find explicit hyperbolic surfaces as minima of the energy functionals $E_C$ as fixed points of finite subgroups in the mapping class groups.

More precisely, let $\text{Aut}(X)$ be the group of automorphisms $\sigma$ of a finite weighted graph $X = (V, E, m_E)$, where $\sigma$ is a bijection to $V$ to itself, preserves edges with $\sigma e = e$ and $m_E(\sigma e) = m_E(e)$ for $e \in E$. Recall that the mapping class group $\text{Mod}(S)$ is the group of isotopy classes of orientation-preserving homeomorphisms. For any continuous map $f : X \to S$, we define a subgroup of $\text{Mod}(S)$ by
\[ G_{[f]}(S) := \{ [\varphi] \in \text{Mod}(S) : \varphi \circ f \simeq f \circ \sigma \text{ for some } \sigma \in \text{Aut}(X) \}, \]
where $f_1 \simeq f_2$ means that $f_1$ and $f_2$ are homotopic. Note that $G_{[f]}(S)$ is actually a well-defined group which depends only on the homotopy class of $f$. The group $G_{[f]}(S)$ is possibly trivial, but if it is not trivial and is large enough, then it is used to determine the minimizer of $E_C$ for $C = [f]$. We show that the group $G_{[f]}(S)$ is finite if $f$ fills $S$ (Lemmas 2.4 and 5.1).

**Theorem 1.2.** — Let $S$ be a closed Riemann surface of genus greater than one, $f : X \to S$ be a continuous map which fills $S$ and $C = [f]$ be the homotopy class of
If \([\Sigma_0, G_0], \varphi_0\] is the unique minimizer of \(E_C : \mathcal{T}(S) \to [0, \infty)\), then there exists a group \(\tilde{G}_0\) of isometries on \((S, \varphi_0^* G_0)\) such that the natural map

\[
\tilde{G}_0 \to \mathcal{G}_f(S), \quad \tilde{\varphi} \mapsto [\tilde{\varphi}],
\]

gives an isomorphism of groups. Moreover, if \(h_0 : X \to (S, \varphi_0^* G_0)\) is the unique harmonic map in the homotopy class \(C = [f]\), then for any \(\tilde{\varphi}\) in \(\tilde{G}_0\), there exists \(\sigma_{[\tilde{\varphi}]}\) in \(\text{Aut}(X)\) such that \(\tilde{\varphi} \circ h_0 = h_0 \circ \sigma_{[\tilde{\varphi}]}\).

The proof is given in Section 5. Theorem 1.2 shows that several classical examples of hyperbolic surfaces arise as minima of some energy functionals \(E_C\) defined for some finite weighted graphs \(X\). We discuss examples associated to pairs of pants decompositions and triangle tessellations in Section 6. Let us give one simple example: for any integer \(g \geq 2\), consider the regular \(4g\)-gon \(F\) with each inner angle \(\pi/(2g)\). Identifying opposite pairs of sides in the (induced) orientation-reversing way, we obtain a closed surface of genus \(g\) endowed with a hyperbolic metric, and denote it by \((S, G_{\text{reg}})\). We consider the bouquet graph \(X = (V, E, m_E)\) with equal positive weight \(m_E \equiv m\), where the underlying graph consists of a single vertex and \(2g\) self-loops. If we have the regular \(4g\)-gon \(F\) and take the center of \(F\) as a vertex and \(2g\) (constant speed) geodesic segments passing through the center such that each line has two extremes lying on the midpoints in each pair of opposite sides, then we obtain an embedding map \(f : X \to (S, G_{\text{reg}})\) (Figure 1.1). Note that \(f\) fills the surface \(S\) since the complement of the image \(f\) is an (open) \(4g\)-gon. In this case, \(f : X \to (S, G_{\text{reg}})\) is a harmonic map; the image is a union of \(2g\) closed geodesics at a point, and thus the balanced condition is automatically satisfied. We claim that the hyperbolic surface \((S, G_{\text{reg}})\) realizes the unique minimizer of \(E_C\) for \(C = [f]\) with the harmonic map \(f : X \to (S, G_{\text{reg}})\).

![Figure 1.1. A closed surface of genus 2 with an embedded bouquet graph is obtained if we identify opposite sides of the octagon.](image)
Indeed, for the regular $4g$-gon $F$ in the hyperbolic plane $\mathbb{H}^2$, the counter-clockwise rotation about the center of $F$ induces an element $\varphi$ of the mapping class group of the surface $S$ of order $4g$. Theorem 1.2 implies that if a surface with a harmonic map $h_0$ homotopic to $f$ realizes the minimizer of $\mathcal{E}_C$ for $C = [f]$, then $\varphi$ is realized as an isometry and preserves the image of $h_0$. Then, the hyperbolic surface has a fundamental domain which is a regular $4g$-gon in $\mathbb{H}^2$ and thus it is $(S,G_{\text{reg}})$. Moreover, since the harmonic map $h_0$ is homotopic to $f$, the uniqueness of the harmonic map implies that $h_0 = f$. Therefore $(S,G_{\text{reg}})$ gives the unique minimizer of $\mathcal{E}_C$ for $C = [f]$ with the harmonic map $f$ as claimed.

Let us point out that Wolpert has studied a sum of length functionals for a filling family of closed curves in [Wol87]. There the functional is strictly convex with respect to the Weil–Petersson metric and proper on the Teichmüller space, and thus has a unique minimizer as our functional does. It is a natural question to describe the minimizer of Wolpert’s functional. In our simple example above, in order to determine the minimizing hyperbolic surface of energy functional, we have used the uniqueness of harmonic map in a fixed homotopy class — the fact in general not available for a sum of length functionals — our approach based on Theorem 1.2 does not apply to the question. We discuss other explicit examples associated to pairs of pants decompositions and triangle tessellations in Section 6.

The organization of this paper is the following: in Section 2, we introduce and study the main energy functional $\mathcal{E}_C$ on the Teichmüller space; first we review results that we use on harmonic maps from finite weighted graphs into closed surfaces, following Colin de Verdière [CdV91a] and Kotani–Sunada [KS01], and then state results on the convexity (Theorem 2.3) and the properness (Theorem 2.5) of $\mathcal{E}_C$, and show the main result (a generalized form Theorem 2.6 and Theorem 1.1) by combining these two theorems. In Section 3, we give the proof of Theorem 2.3 and also give a formula for the Hessian of $\mathcal{E}_C$ (Theorem 3.9), and in Section 4, we prove Theorem 2.5. In Section 5, we discuss the action of a finite subgroup of the mapping class group on the Teichmüller space and prove Theorem 1.2. In Section 6, we provide examples which are minima of some energy functionals $\mathcal{E}_C$ by using Theorem 1.2. In Appendix, we prove technical results: the first and second variation formulas for finite weighted graphs and the smooth dependency of harmonic maps along a smooth one-parameter family of metrics in a general closed Riemannian manifold target.

2. The energy functional on the Teichmüller space

2.1. Discrete harmonic maps

Let $S$ be a closed Riemann surface of genus greater than one endowed with a hyperbolic metric $G$, and $X = (V,E,m_E)$ be a finite weighted graph. Theorems by Colin de Verdière [CdV91a] and by Kotani–Sunada in [KS01] imply that for any continuous map $f : X \to S$, the minimum of energy $E_G$ is achieved by a harmonic map $h$ among all piecewise smooth maps $C$ homotopic to $f$. Moreover, $h$ is a harmonic map in $C$ if and only if $h$ attains the minimum of the energy $E_G$ in $C$. We give a proof adapted to our setting for the sake of convenience.
THEOREM 2.1 ([CdV91a, Théorème 1] and [KS01, Theorems 2.2, 2.3 and 2.5]). Fix a hyperbolic metric $G$ in $S$ and a (not necessarily connected) finite weighted graph $X = (V, E, m_E)$. For any continuous map $f : X \to (S, G)$, let $\mathcal{C} = [f]$ be the set of all piecewise smooth maps homotopic to $f$.

(i) There exists a map $h$ such that the energy $E_G$ is the minimum in $\mathcal{C}$. Moreover, if a map $h$ attains the minimum of $E_G$ in $\mathcal{C}$, then $h$ is a harmonic map.

(ii) For any harmonic maps $h_0$ and $h_1$ in $\mathcal{C}$, we have $E_G(h_0) = E_G(h_1)$.

(iii) If the image of $f$ on each connected component of $X$ is not homotopic to a point nor a closed circle, then for any $\varepsilon > 0$ and $f_0 = h$, we have $E_G(f_0) = E_G(h)$.

Proof. — Let $\mathcal{C}_{\text{geo}}$ be the set of piecewise geodesic maps in $\mathcal{C}$, i.e., maps restricted to each edge $e$ is a geodesic. Note that $\mathcal{C}_{\text{geo}}$ is non-empty because we find a map $f_{\text{geo}} \in \mathcal{C}_{\text{geo}}$ for any piecewise smooth map $f \in \mathcal{C}$ so that $f(x) = f_{\text{geo}}(x)$ for any $x \in V$, and furthermore $E_G(f_{\text{geo}}) \leq E_G(f)$. If we endow the $C^2$-topology on $\mathcal{C}_{\text{geo}}$, then the energy functional $E_G$ restricted to $\mathcal{C}_{\text{geo}}$ is continuous and proper (i.e., for each $R > 0$, the set $\{ f \in \mathcal{C}_{\text{geo}} : E_G(f) \leq R \}$ is compact) on $\mathcal{C}_{\text{geo}}$. Thus, there exists a piecewise geodesic map $h$ which attains the minimum of $E_G$ in $\mathcal{C}$.

Note that a map $h : X \to (S, G)$ is a harmonic map if and only if for any smooth variations $f_s$ for $s \in (-\varepsilon, \varepsilon)$, $\varepsilon > 0$, we have $dE_G(f_s)/ds|_{s=0} = 0$ by the first variation formula (A.1) in Lemma A.1 since $h$ satisfies that

$$\nabla \partial_t h_e \partial_t h_e = 0 \quad \text{for any } e \in E \quad \text{and} \quad \sum_{e \in E} m_E(e) \partial_t h_e(0) = 0 \quad \text{for any } x \in V,$$

where we write $\partial_t h_e(t) := (dh_e/\partial t)(t)$ for $e \in E$ and $t \in [0, 1]$. Hence if $h$ attains the minimum of $E_G$ in $\mathcal{C}$, then such $h$ is always a harmonic map. This proves (i).

For any two harmonic maps $h_0$ and $h_1$ in $\mathcal{C}$, there exists a homotopy $f_s : X \to S$ so that $f_s(x)$ for $s \in [0, 1]$ is a (unique) geodesic from $h_0(x)$ to $h_1(x)$ in the hyperbolic surface $(S, G)$ for any $x \in X$ by perturbing the given homotopy if necessary. We denote the variational vector field of $f_s$ by $V^s_e(t) := \frac{\partial}{\partial s} f_s(e,t)(t)$ and $T^s_e := \partial_t f_s(e,t)$. Then, $\nabla_{V^s_e} V^s_e = 0$ for the Levi-Civita connection $\nabla$, and hence, the second variation formula (A.2) in Lemma A.1 shows that

$$\frac{d^2}{ds^2} E_G(f_s) = \sum_{e \in E} m_E(e) \int_0^1 \left\{ \| \nabla_{T^s_e} V^s_e \|^2_G + \| (V^s_e)^\perp \|^2_G \| T^s_e \|^2_G \right\} dt \geq 0$$

for any $s \in [0, 1]$ since $(S, G)$ has constant sectional curvature $-1$, where $(V^s_e)^\perp$ means the orthogonal projection of $V^s_e$ normal to $T^s_e$ if $T^s_e \neq 0$, and $0$ otherwise. Since $h_0$ and $h_1$ are harmonic maps, we have $dE_G(f_s)/ds|_{s=0} = dE_G(f_s)/ds|_{s=1} = 0$, and (2.1) implies that $dE_G(f_s)/ds \equiv 0$ on $[0, 1]$ and $E_G(h_0) = E_G(h_1)$. This shows (ii).

Furthermore, in fact, we have $d^2 E_G(f_0)/ds^2 \equiv 0$ on $[0, 1]$, and by (2.1), $\nabla_{T^s_e} V^s_e = 0$ and since $(S, G)$ has negative sectional curvature, $V^s_e$ and $T^s_e$ are proportional for any $s \in [0, 1]$. If the image of $f$ on each connected component $X^0$ of $X$ is not homotopic to a point nor a closed circle, then for any $s \in [0, 1]$ and in each connected component $X^0 = (V^0, E^0)$, there exists a vertex $x \in V^0$ for which $\{ T^s_{e_x} \}_{e_x \in E^0_x}$ contains at least two linearly independent vectors in $T_{f_s(x)} S$ since $f_s$ is homotopic to $f$; and thus
$V_e \equiv 0$ for all $e \in E^0$. In fact, $V_e \equiv 0$ for all $e \in E$ by parallel transports along the image of edges since $\nabla_{T_e} V_e \equiv 0$ and each $X^0$ is connected, and this holds for any $s \in [0, 1]$. Therefore $h_0 = h_1$. Moreover, $\text{Hess}_{E_G}(V, V) = (d^2/\text{d}s^2)|_{s=0}E_G(f_s) = 0$ implies $V_e \equiv 0$ for all $e \in E$. We conclude the proof of (iii).

The following proposition guarantees that for a given closed hyperbolic surface $(S, G)$ and a harmonic map $h : X \to (S, G)$, harmonic maps $h_s$ depends smoothly on a smooth change of hyperbolic metrics $G_s$. We give the proof in a more general setting in Proposition B.1 in Appendix B.

**Proposition 2.2.** — Let $X$ be a connected finite weighted graph, $(S, G)$ be a closed hyperbolic surface and $h : X \to (S, G)$ be a harmonic map. Suppose that the image of $h$ is not a point nor a closed geodesic. Then, for any $\varepsilon > 0$ and for any smooth family of hyperbolic metrics $\{G_s\}_{s \in (\varepsilon, \varepsilon)}$ with $G_0 = G$ in $\mathcal{M}_{-1}(S)$, there exists a unique family of maps $h_s : X \to S$ for $s \in (\varepsilon, \varepsilon)$ with $h_0 = h$ such that $h_s : X \to (S, G_s)$ is a harmonic map for every $s \in (\varepsilon, \varepsilon)$ and $h_s$ is smooth with respect to the variable $s$.

**Proof.** — If the image of $h$ is not homotopic to a point nor a closed geodesic, then Theorem 2.1(iii) implies that for each $s \in (\varepsilon, \varepsilon)$ there exists a unique harmonic map $h_s : X \to (S, G_s)$ homotopic to $h$ and the Hessian of $E_G$ at $h_s$ is non-degenerate. Hence by Proposition B.1, since $G_s \in \mathcal{M}_{-1}(S)$ for all $s \in (\varepsilon, \varepsilon)$, for each $G_s$ and for the harmonic map $h_s : X \to (S, G_s)$, there exists an open set $U$ around $G_s$ in $\mathcal{M}_{-1}(G)$ and a smooth map $\tilde{h} : U \to C^\infty(X, S)$ (the space of piecewise smooth map from $X$ into $S$) such that $\tilde{h}(G') : X \to (S, G')$ is a harmonic map for all $G' \in U$ and $\tilde{h}(G_s) = h_s$. Since for each $s \in (\varepsilon, \varepsilon)$, the harmonic map $h_s : X \to (S, G_s)$ is unique in the homotopy class, covering the curve $\{G_s\}_{s \in (\varepsilon, \varepsilon)}$ by such open sets, we obtain the claim.

### 2.2. The energy functional on the Teichmüller space

Recall that the Teichmüller space of $S$ consists of equivalence classes of pairs $((\Sigma, G_{\Sigma}), \varphi)$ of a hyperbolic surface $(\Sigma, G_{\Sigma})$ and a diffeomorphism (a marking) $\varphi : S \to \Sigma$, where $((\Sigma_1, G_1), \varphi_1) \sim ((\Sigma_2, G_2), \varphi_2)$ if and only if $\varphi_2 \circ \varphi_1^{-1}$ is homotopic to an isometry from $(\Sigma_1, G_1)$ to $(\Sigma_2, G_2)$. We discuss the standard topology in $\mathcal{T}(S)$ (see e.g., [FM11, Section 10.3, p. 269]). The mapping class group $\text{Mod}(S)$ is the group of isotopy classes of orientation-preserving diffeomorphisms on $S$. The group $\text{Mod}(S)$ acts on the Teichmüller space by the change of markings

$$[\phi] : [(\Sigma, G_{\Sigma}), \varphi] := [(\Sigma, G_{\Sigma}), \varphi \circ \phi^{-1}]$$

for $[\phi] \in \text{Mod}(S)$,

and the action is properly discontinuous [FM11, Theorem 12.2, p. 350]. The moduli space $\mathcal{M}(S)$ of $S$ is the quotient space of $\mathcal{T}(S)$ by the action of the mapping class group $\text{Mod}(S)$.

The energy $E_G(f)$ attains the minimum at a harmonic map $h_G$ in the homotopy class $C$ of $f$. The function $G \mapsto E_G(h_G)$ on the space of hyperbolic metrics $\mathcal{M}_{-1}(S)$ naturally defines a function on the Teichmüller space $\mathcal{T}(S)$ of $S$. For a
point $[(\Sigma, G_\Sigma), \varphi]$ of the Teichmüller space $\mathcal{T}(S)$, we write $\varphi^*G_\Sigma$ the pull-back metric of $G_\Sigma$ on $S$ by $\varphi : S \to (\Sigma, G_\Sigma)$. If $h_1 : X \to (\Sigma, \varphi_1^*G_1)$ is harmonic and $((\Sigma_1, G_1), \varphi_1) \sim ((\Sigma_2, G_2), \varphi_2)$, then the identity map on $S$ is homotopic to an isometry $\iota : (\Sigma, \varphi_1^*G_1) \to (\Sigma, \varphi_2^*G_2)$, and $\iota \circ h_1 : X \to (\Sigma, \varphi_2^*G_2)$ is also a harmonic map homotopic to $h_1$; hence for any harmonic map $h_2 : X \to (\Sigma, \varphi_2^*G_2)$ homotopic to $h_1$, one has

$$E_{\varphi_1^*G_1}(h_1) = E_{\varphi_2^*G_2}(h_2) = \min_{h \in \mathcal{C}} E_G(h),$$

by Theorem 2.1 (i) and (ii). We define

$$\mathcal{E}_C([G]) := E_G(h_G),$$

where $G = \varphi^*G_\Sigma$ is the hyperbolic metric induced on $S$ by a pair $((\Sigma, G_\Sigma), \varphi)$ representing a point in $\mathcal{T}(S)$ and $h_G$ is a harmonic map from $X$ to $(S, G)$ in the homotopy class $C = [f]$. Note that $\mathcal{E}_C$ is a function on the Teichmüller space

$$\mathcal{E}_C : \mathcal{T}(S) \to [0, \infty), \quad \text{and} \quad \mathcal{E}_C([G]) = E_G(h_G) = \min_{h \in \mathcal{C}} E_G(h).$$

We show that the function $\mathcal{E}_C$ on $\mathcal{T}(S)$ is strictly convex with respect to the Weil–Petersson metric; we will give the proof in Section 3.

**Theorem 2.3.** — Let $X = (V, E, m_E)$ be a connected finite weighted graph and $S$ be a closed Riemann surface of genus greater than one. For any homotopy class $C$ of piecewise smooth maps $f : X \to S$ such that the image of $f$ is not homotopic to a point nor a closed geodesic, the function $\mathcal{E}_C([G]) = \min_{f \in C} E_G(f)$ on $\mathcal{T}(S)$ is strictly convex with respect to the Weil–Petersson metric.

Recall that a continuous map $f : X \to S$ fills $S$ if there exists an injective map $f_1 : X \to S$ homotopic to $f$ such that the complement of the image $f_1$ is a disjoint union of disks.

**Lemma 2.4.** — If $f : X \to S$ fills $S$, then the induced homomorphism $f_* : \pi_1(X, x_0) \to \pi_1(S, f(x_0))$ is surjective.

**Proof.** — There exists an injective map $f_1$ homotopic to $f$ such that the complement of the image $f_1$ is a disjoint union of disks. Then, for each disk, choosing a point from the interior, we take a homotopy on the disk such that it pushes outside of a small neighborhood of the point to the boundary and remains identity on the boundary. Patching these homotopies together, we obtain a homotopy on the surface.

For any point $x_0$ in $X$, and any loop $\gamma$ based at $f_1(x_0)$ in $S$, up to a small perturbation of $\gamma$ if necessary, composing the homotopy constructed, we obtain a loop confined in the boundaries of disks. Since $f_1$ is injective, there is a loop $c$ in the graph $X$ based at $x_0$, whose image by $f_1$ is homotopic to the original loop $\gamma$ relative to $f_1(x_0)$ on the surface. This shows that the loop $c$ satisfies $f_1_*[c] = [\gamma]$. Thus, $f_1_* : \pi_1(X, x_0) \to \pi_1(S, f_1(x_0))$ is surjective, and since $f_1$ is homotopic to $f$, we conclude the claim. \hfill $\Box$

If we fix the homotopy class $C$ of $f$ such that $f$ induces a surjective homomorphism from $\pi_1(X)$ to $\pi_1(S)$, then the energy functional $\mathcal{E}_C$ is proper; we shall give the proof in Section 4.
Theorem 2.5. — Let \( X = (V, E, m_E) \) be a finite weighted graph, and \( S \) be a closed Riemann surface of genus greater than one. Let \( C \) be the homotopy class of a continuous map \( f : X \to S \) such that the induced homomorphism \( f_* : \pi_1(X, x_0) \to \pi_1(S, f(x_0)) \) is surjective. Then, the function \( \mathcal{E}_C : \mathcal{T}(S) \to [0, \infty) \) is proper, i.e., for any \( R \geq 0 \), the sublevel set of \( \mathcal{E}_C \),

\[
\{ ([\Sigma, G_\Sigma], \varphi] \in \mathcal{T}(S) : \mathcal{E}_C([G]) \leq R, \ G = \varphi^* G_\Sigma \}
\]
is compact relative to the standard topology in \( \mathcal{T}(S) \).

In general, we are not able to remove the condition that \( f \) induces a surjective homomorphism from \( \pi_1(X) \) to \( \pi_1(S) \) in Theorem 2.5. For example, if we have a simple closed curve in \( S \) as an image of \( f \), then one is able to make the length of closed geodesic homotopic to \( f \) arbitrary small by changing hyperbolic metrics in \( S \).

Theorem 2.6. — Let \( X = (V, E, m_E) \) be a finite weighted graph, and \( S \) be a closed Riemann surface of genus greater than one. If \( C = [f] \) is the homotopy class of \( f \) which induces a surjective homomorphism from \( \pi_1(X) \) to \( \pi_1(S) \), then the energy functional \( \mathcal{E}_C \) has a unique minimum point in the Teichmüller space \( \mathcal{T}(S) \).

Proof. — Theorem 2.5 implies that there exists a minimum of \( \mathcal{E}_C \) on \( \mathcal{T}(S) \) if \( f \) induces a surjective homomorphism from \( \pi_1(X) \) to \( \pi_1(S) \). Since any two points in \( \mathcal{T}(S) \) can be connected by a Weil–Petersson geodesic by a theorem by Wolpert [Wol87, Corollary 5.6], Theorem 2.3 shows that a minimum is unique. \( \square \)

Proof of Theorem 1.1. — Lemma 2.4 and Theorem 2.6 implies that there exists a unique point \( ([\Sigma, G_\Sigma], \varphi] \) in the Teichmüller space \( \mathcal{T}(S) \) such that \( \mathcal{E}_C \) attains the minimum. Since \( \mathcal{E}_C([G]) = E_G(h_G) = \min_{h \in C} E_G(h) \) for a harmonic map \( h_G : X \to (S, G) \) in the homotopy class \( C \) and \( G = \varphi^* G_\Sigma \), the pair \( (h_G, G) \) of a harmonic map \( h_G \) in \( C \) and the hyperbolic metric \( G \) on \( S \) attains the minimum \( E_G(h_G) \). Note that the hyperbolic metric \( G \in \mathcal{M}_{-1}(S) \) is unique up to isometries homotopic to the identity on \( S \), we conclude the claim. \( \square \)

3. Convexity of the energy functional

In this section, we compute the second derivative of the energy functional \( \mathcal{E}_C \) for \( C = [f] \). The argument is inspired by Wolf, who showed the convexity of the length functional of a closed curve along the Weil–Petersson geodesic [Wol12]. We discuss the energy of curves and extend it to any finite weighted graphs. First, we recall some differential geometric aspects and facts that we use on the Teichmüller space, following [Yam99], [Yam14] and [Wol12].

3.1. Hessian formula of the energy functional

Let \( \text{Met}(S) \) be the set of all smooth metrics on \( S \). Then, \( \mathcal{M}_{-1}(S) \) is the subset of \( \text{Met}(S) \) consisting of metrics of constant sectional curvature \( K = -1 \). The tangent spaces of \( \text{Met}(S) \) is regarded as

\[
T_G \text{Met}(S) = \{ \text{symmetric } (0,2)\text{-tensors on } S \}.
\]
The Teichmüller space $\mathcal{T}(S)$ of $S$ is identified with the quotient space of $\mathcal{M}_{-1}(S)$ by $\text{Diff}_0(S)$ via the map

$$\mathcal{T}(S) \rightarrow \mathcal{M}_{-1}(S)/\text{Diff}_0(S), \quad [(\Sigma, G_{\Sigma}), \varphi] \mapsto [\varphi^* G_{\Sigma}],$$

where $\text{Diff}_0(S)$ is the identity component of the group of diffeomorphisms on $S$.

The deformations arising from $\text{Diff}_0(S)$ are given by the set of Lie derivatives $L_X G$ of $G$ for smooth vector fields $X$ on $S$. The tangent space to $\mathcal{T}(S)$ at $[G]$ is identified with

$$T_{[G]} \mathcal{T}(S) = \{ Q \in T_G \text{Met}(S); \text{tr}_G Q = 0 \quad \text{and} \quad \delta_G Q = 0 \},$$

where $\delta_G Q := -\text{tr}_{12}(\nabla Q) = -G^{ij} \nabla Q(\partial_i, \partial_j, \cdot)$ for the Levi–Civita connection $\nabla$ of $(S, G)$ [Yam14, Section 3.2], where for a local coordinate $(x^1, x^2)$ on $S$, we abbreviate $\partial/\partial x^1$ and $\partial/\partial x^2$ by $\partial_1$ and $\partial_2$, respectively. We denote the matrix representation of any symmetric $(0, 2)$-tensor $Q$ by $Q = (Q_{ij})_{i,j=1,2} = (Q(\partial_i, \partial_j))_{i,j=1,2}$.

**Lemma 3.1.** Let $(S, G)$ be a hyperbolic surface of constant sectional curvature $K = -1$ and $Q$ be a symmetric $(0, 2)$-tensor on $S$ such that $\text{tr}_G Q = 0$ and $\delta_G Q = 0$. Then, we have the following:

(i) For any isothermal chart $(U, z = x^1 + \sqrt{-1} x^2)$ of $(S, G)$, the function $Q_{11} - \sqrt{-1} Q_{12}$ is holomorphic on $U$.

(ii) It holds that

$$(\Delta_G + 4) \|Q\|_G^2 \geq 0,$$

where $\Delta_G$ is the Laplace–Beltrami operator acting on $C^\infty(S)$.

**Proof.** Take an isothermal coordinate $(U, z = x^1 + \sqrt{-1} x^2)$ so that the metric $G$ is expressed by $G(z) = \rho(z)|dz|^2 = \rho(x^1, x^2)((dx^1)^2 + (dx^2)^2)$ for a positive real function $\rho$ on $U$. Note that the Christoffel symbol $\Gamma^k_{ij}$ for the Levi–Civita connection on any isothermal coordinate satisfies

$$\begin{cases} 
\Gamma^1_{11} = \Gamma^2_{12} = \Gamma^2_{21} = -\Gamma^1_{22} = \frac{1}{2}\partial_1 \log \rho, \\
\Gamma^2_{22} = \Gamma^1_{21} = \Gamma^1_{12} = -\Gamma^2_{11} = \frac{1}{2}\partial_2 \log \rho,
\end{cases}$$

Then we have

$$(\delta_G Q)(\partial_k) = -\rho^{-1}(Q_{1k,1} + Q_{2k,2}),$$

for $k = 1, 2$ on $U$, where $Q_{ij,k} := \partial_k Q_{ij}$. Using $\delta_G Q = 0$, $Q_{22} = -Q_{11}$ and $Q_{12} = Q_{21}$, we obtain

$$Q_{11,1} = -Q_{12,2} \quad \text{and} \quad Q_{11,2} = Q_{12,1},$$

hence, $Q_{11} - \sqrt{-1} Q_{12}$ is a holomorphic function on $U$ since it satisfies the Cauchy–Riemann equation. This shows (i).

Let us show (ii). If $\|Q\|^2_G \equiv 0$ or equivalently $Q \equiv 0$, then the statement is obvious. We may assume the zeros of the function $\|Q\|^2_G$ is isolated since $Q_{11} - \sqrt{-1} Q_{12}$ is holomorphic by (i). Take any $p \in S$ with $\|Q\|^2_G(p) \neq 0$ and an isothermal coordinate $(U, z = x^1 + \sqrt{-1} x^2)$ around $p$ so that $G = \rho((dx^1)^2 + (dx^2)^2)$ and $\|Q\|^2_G \neq 0$ on $U$. Note that, we have $\Delta_G = \rho^{-1}(\partial_1^2 + \partial_2^2)$ in the isothermal coordinate.

We have

$$\|Q\|^2_G = 2\rho^{-2} \left(Q_{11}^2 + Q_{12}^2\right)$$
since $Q$ is symmetric and trace free tensor. Taking the logarithm of this equation, we have \( \log \|Q\|_G^2 = \log |Q|^2 - 2 \log \rho + \log 2 \), where we set \( |Q|^2 := |Q_{11} - \sqrt{-1} Q_{12}|^2 = Q_{11}^2 + Q_{12}^2 \), and hence, we obtain

\[
(3.1) \quad \Delta_G \log \|Q\|_G^2 = \Delta_G \log |Q|^2 - 2 \Delta_G \log \rho
\]

Since \( Q_{11} - \sqrt{-1} Q_{12} \) is holomorphic on \( U \) by (i), we see \( \Delta_G \log |Q|^2 = 0 \) on \( U \). On the other hand, in the isothermal coordinate, the sectional curvature \( K \) is given by \( K = -(1/2) \Delta_G \log \rho \). Since we assume \( K = -1 \), the equation (3.1) becomes

\[
\Delta_G \log \|Q\|_G^2 = -4.
\]

By using the formula \( \Delta_G \log F = \frac{\Delta F}{F} - \frac{\|\nabla F\|_G^2}{\|F\|_G^2} \), we obtain

\[
\frac{\Delta_G \|Q\|_G^2}{\|Q\|_G^2} + 4 = \frac{\|\nabla \|Q\|_G^2\|_G^2}{\|Q\|_G^4} \geq 0,
\]

as required, and conclude the proof of (ii). \( \square \)

**Remark 3.2.** — Given an isothermal coordinate \( z = x^1 + \sqrt{-1} x^2 \) on \((S,G)\) with \( G(z) = \rho(z) |dz|^2 \), we define \( \Phi := (Q_{11} - \sqrt{-1} Q_{12}) |dz|^2 \). It turns out that \( \Phi \) defines a global section of \((T^{1,0}S)^* \otimes (T^{1,0}S)^*\) and the section is holomorphic by Lemma 3.1(i). The section \( \Phi \) is a holomorphic quadratic differential on the Riemann surface \( S \). One verifies that there exists a one-to-one correspondence between \( Q \) and \( \Phi \).

We define an \( L^2 \)-pairing on \( T_G \text{Met}(S) \) by

\[
\langle Q_1, Q_2 \rangle := \int_S \langle Q_1(x), Q_2(x) \rangle_{G(x)} \ d\mu_G(x) \quad \text{for } Q_1, Q_2 \in T_G \text{Met}(S),
\]

where \( \mu_G \) is the area form with respect to \( G \). It induces an \( L^2 \)-pairing on \( T[\mathcal{G}] \mathcal{T}(S) \) and a Riemannian metric on \( \mathcal{T}(S) \). This metric is called the Weil–Petersson metric on \( \mathcal{T}(S) \). Then, the mapping class group \( \text{Mod}(S) \) acts on \( \mathcal{T}(S) \) as isometries of the Weil–Petersson metric.

Let \( [G_s] \in \mathcal{T}(S) \) be a geodesic relative to the Weil–Petersson metric for \( s \in (-\varepsilon, \varepsilon) \) and for \( \varepsilon > 0 \). Then, we can lift \( \{[G_s]\}_{s \in (-\varepsilon, \varepsilon)} \) to a horizontal geodesic \( \{G_s\}_{s \in (-\varepsilon, \varepsilon)} \) in \( \mathcal{M}_{-1}(S) \) since \( \mathcal{M}_{-1}(S) \to \mathcal{T}(S) \) is a Riemannian submersion ([Yam99, Proposition 2.3.1], and see also [Yam14, Section 3.6]). By Proposition 2.2, there exists a family of harmonic maps \( h_s : X \to (S,G_s) \) for \( s \in (-\varepsilon, \varepsilon) \) associated with \( G_s \) in the fixed homotopy class \( \mathcal{C} = [f] \) such that \( h_s \) is differentiable with respect to \( s \in (-\varepsilon, \varepsilon) \). Let us define the associated variational vector field

\[
V_e(s,t) := \frac{\partial}{\partial s} h_{s,e}(t) \quad \text{for each edge } e \in E,
\]

where \( h_{s,e} : [0,1] \to S \) is the restriction of \( h_s \) on the edge \( e \).

Recall that the energy functional \( \mathcal{E}_C \) for \([G_s]\) is given by

\[
\mathcal{E}_C ([G_s]) := E_C(h_s) = \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 (h_s^* G_s)(\partial_t, \partial_t) \ dt,
\]

where and henceforth we use the short hand notation \( \partial_t = d/dt \) on \([0,1]\) for the sake of simplicity.
We shall consider the first and second derivatives of $\mathcal{E}_C([G_s])$. First, for any fixed $s \in (-\varepsilon, \varepsilon)$, we have

\begin{equation}
0 = \frac{\partial}{\partial u} E_{G_s}(h_u)|_{u=s} = \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 h_s^* \left( L_{V_s(s)} G_s \right) (\partial_1, \partial_t) dt.
\end{equation}

since $h_s : X \to (S, G_s)$ is harmonic for any $s \in (-\varepsilon, \varepsilon)$ and the energy $E_{G_s}(h_u)$ is minimum at $u = s$ by Theorem 2.1(i) and (ii). Therefore we have that

\begin{equation}
\frac{d}{ds} \mathcal{E}_C([G_s]) = \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 \partial_s (h_s^* G_s) (\partial_1, \partial_t) dt
\end{equation}

where we have used (3.2) in the last equality. The above computation yields a characterisation of critical points for $\mathcal{E}_C$. We prove the following proposition regarding the first variation of $\mathcal{E}_C$ although we will not make use of it in this paper.

**Proposition 3.3.** — For any $[G]$ in $T(S)$, $[G]$ is a critical point of $\mathcal{E}_C$ on $T(S)$ if and only if any harmonic map $h : X \to (S, G)$ in the homotopy class $\mathcal{C}$ satisfies

\[
\sum_{e \in sE} m_E(e) \int_0^1 \Phi (h_s \partial_1, h_s \partial_t) dt = 0,
\]

for any holomorphic quadratic differentials $\Phi$ on $(S, G)$.

**Proof.** — It follows that $[G] \in T(S)$ is a critical point of $\mathcal{E}_C$ if and only if for any harmonic map $h : X \to (S, G)$ in the homotopy class $\mathcal{C}$, one has

\[
\sum_{e \in E} m_E(e) \int_0^1 Q (h_s \partial_1, h_s \partial_t) dt = 0,
\]

for any symmetric $(0, 2)$-tensors $Q$ such that $\text{tr}_G Q = 0$ and $\delta_G Q = 0$ from (3.2) and (3.3). In any isothermal coordinate $(U, x) = (x^1 + \sqrt{-1}x^2)$ on $(S, G)$, we have

\[
Q (h_s \partial_1, h_s \partial_t) = \text{Re} \left\{ (Q_{11} - \sqrt{-1}Q_{12}) (h(t)) : h'(t)^2 \right\},
\]

where we regard $h(t)$ as a complex valued function in the right hand side. Since there is a one-to-one correspondence between $Q \in T[G] T(S)$ and $\Phi$ holomorphic quadratic differentials on $(S, G)$, where $\Phi(z) = \varphi(z) dz^2$ on $U$ for some holomorphic function $\varphi$ (Remark 3.2), and if $\Phi$ is a holomorphic quadratic differential, then $\sqrt{-1} \Phi$ is also so; thus we obtain the claim.

Differentiating (3.3) in $s$ once more, we obtain

\begin{equation}
\frac{d^2}{ds^2} \mathcal{E}_C([G_s]) \bigg|_{s=0} = \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 h_0^* \left\{ \partial_2^2 G_s \bigg|_{s=0} + L_{V_s(0)} \left( \partial_s G_s \bigg|_{s=0} \right) \right\} (\partial_1, \partial_t) dt.
\end{equation}
Here, the second term of the right hand side of (3.4) is arranged as follows due to the harmonicity:

**Lemma 3.4.**

\[
\frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 h_0^* \left( L_{V_e} \partial_s G_s \right)_{s=0} (\partial_t, \partial_t) dt = - \frac{d^2}{ds^2} E_{G_0}(h_s) \bigg|_{s=0}.
\]

**Proof.** — Differentiating (3.2) with respect to the variable \( s \) at \( s = 0 \), we have

\[
0 = \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 h_0^* \left\{ \partial_s \left( L_{V_e(s)} G_s \right) \right\}_{s=0} + \left( L_{V_e(s)} L_{V_e(s)} G_s \right)_{s=0} \right\} (\partial_t, \partial_t) dt
\]

where we used the following identity in the second equality:

\[
\sum_{e \in E} m_E(e) \int_0^1 h_0^* \left( \partial_s \left( L_{V_e(s)} G_s \right) \right)_{s=0} + 2 \left( L_{V_e} L_{V_e} G_s \right)_{s=0} \right\} (\partial_t, \partial_t) dt,
\]

where we used the following identity in the second equality:

\[
h_s^* \left( \partial_s L_{V_e(s)} G_s \right) = \frac{\partial}{\partial s} \frac{\partial}{\partial u} h_{u+s}^* G_s \bigg|_{u=0}
\]

\[
= \frac{\partial}{\partial u} \frac{\partial}{\partial s} h_{u+s}^* G_s \bigg|_{u=0}
\]

\[
= \frac{\partial}{\partial u} \left( h_{u+s}^* \frac{\partial}{\partial s} G_s + h_{u+s}^* L_{V_e} G_s \right) \bigg|_{u=0}
\]

\[
= h_s^* \left( L_{V_e} \frac{\partial}{\partial s} G_s \right) + h_s^* L_{V_e} L_{V_e} G_s.
\]

On the other hand, a similar computation shows that

\[
\frac{d^2}{ds^2} E_{G_0}(h_s) \bigg|_{s=0} = \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 h_0^* \left\{ \left( L_{V_e} L_{V_e} G_0 \right) \right\}_{s=0} + \partial_s \left( L_{V_e(s)} G_0 \right)_{s=0} \right\} (\partial_t, \partial_t) dt
\]

\[
= \sum_{e \in E} m_E(e) \int_0^1 h_0^* \left( L_{V_e} L_{V_e} G_0 \right)_{s=0} (\partial_t, \partial_t) dt,
\]

where we have used \( h_0^* \partial_s (L_{V_e(s)} G_0)_{s=0} = h_0^* L_{V_e} L_{V_e} G_0 \) for \( h_0^*(L_{V_e} \frac{\partial}{\partial s} G_0) = 0 \) in the last equality. Combining (3.6) with (3.7), we obtain (3.5).

Substituting (3.5) to (3.4), we have that

\[
\frac{d^2}{ds^2} E_C([G_s]) \bigg|_{s=0} = \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 h_0^* \left( \frac{d^2}{ds^2} G_s \right) \left|_{s=0} \right. (\partial_t, \partial_t) dt - \frac{d^2}{ds^2} E_{G_0}(h_s) \bigg|_{s=0}.
\]

The first term in the right hand side of (3.8) can be computed by using the differential geometry of Teichmüller space (without any assumption for \( h_s \)).
PROPOSITION 3.5 ([Yam14, Theorem 3.8] (cf. [Yam99, Theorem 2.3.2])). — For any horizontal lift \( \{G_s\}_{s \in (-\varepsilon, \varepsilon)} \) of a geodesic \( \{[G_s]\}_{s \in (-\varepsilon, \varepsilon)} \) for \( \varepsilon > 0 \) in the Teichmüller space \( T(S) \) relative to the Weil–Petersson metric with velocity vector \( Q := (\partial/\partial s)G_s |_{s=0} \), we have

\[
\frac{d^2}{ds^2}G_s |_{s=0} = \left( \frac{1}{4} - \frac{1}{2} (\Delta_{G_0} - 2)^{-1} \right) \|Q\|_{G_0}^2 \cdot G_0 + L_2G_0,
\]

for some (auxiliary) vector filed \( Z \) on \( S \).

Thus, the rest is to compute the second derivative of \( E_{G_0}(h_s) \). For each edge \( e \in E \), let

\[
T_e^s(t) := \partial_t h_{s,e}(t),
\]

and \( T_e(0) = T_e^0(0) \) when \( s = 0 \) for simplicity.

DEFINITION 3.6. — For any velocity vector \( Q := (\partial_s G_s)|_{s=0} \), we define a 1-form on \( S \) along \( h_{0,e}(t) \) by

\[
Q_e := Q(T_e, \cdot)
\]

for any \( e \in E \), and we denote its \( G_0 \)-metric dual by \( Q_e^\sharp \). That is, \( Q_e \) satisfies that \( G_0(Q_e^\sharp, \cdot) = Q_e \). Furthermore, we define a vector field along \( h_{0,e}(t) \) by

\[
\mathcal{V}_e := \frac{1}{\|T_e\|_{G_0}} \left( \nabla_{T_e} V_e + \frac{Q_e^\sharp}{2} \right) \quad \text{if} \quad \|T_e\|_{G_0} \neq 0,
\]

and \( \mathcal{V}_e \equiv 0 \) if \( \|T_e\|_{G_0} = 0 \) for any \( e \in E \).

The following proposition holds for any horizontal lift of a smooth curve in \( T(S) \) (not necessarily a Weil–Petersson geodesic).

PROPOSITION 3.7. — Let \( \{[G_s]\}_{s \in (-\varepsilon, \varepsilon)} \) for \( \varepsilon > 0 \) be any smooth curve in \( T(S) \). For any horizontal lift \( \{G_s\}_{s \in (-\varepsilon, \varepsilon)} \) of \( \{[G_s]\}_{s \in (-\varepsilon, \varepsilon)} \) with velocity vector \( Q := (\partial/\partial s)G_s |_{s=0} \), and for any smooth family of harmonic maps \( h_s : X \to (S, G_s) \) for \( s \in (-\varepsilon, \varepsilon) \) with the variational vector field \( V \), we have

\[
\frac{d^2}{ds^2}E_{G_0}(h_s) |_{s=0} = \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 G_0 \left( \nabla_{T_e} Q_e^\sharp, V_e \right) dt
\]

\[
= \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 \left( \frac{1}{4} \|Q\|_{G_0}^2 - 2 \|V_e^\perp\|_{G_0}^2 - 2 \|V_e\|_{G_0}^2 \right) \cdot \|T_e\|_{G_0}^2 dt,
\]

where \( V_e^\perp \) denotes the \( G_0 \)-normal component of \( V_e \) with respect to \( T_e \) if \( T_e \neq 0 \) and 0 otherwise, and \( \mathcal{V}_e \) is the vector field on \( (S, G_0) \) defined in Definition 3.6.

Remark 3.8. — By the formula given in Lemma 3.12 in the next subsection, the variational vector field \( \mathcal{V}_e(t) \) along \( h_{0,e}(t) \) is determined by the velocity vector \( Q = (\partial_s G_s)|_{s=0} \) and the second order ordinary differential equation

\[
\nabla_{T_e} \nabla_{T_e} V_e + R(V_e, T_e) T_e = -\frac{1}{2} \nabla_{T_e} Q_e^\sharp
\]

with initial vector \( V_e(x) \) and \( \nabla_{T_e} V_e(x) \) for \( x = h_{0,e}(0) \), where \( R \) is the curvature tensor of \( (S, G_0) \). Note that the variational vector filed \( V \) is determined uniquely if we take a Weil–Petersson geodesic \( \{[G_s]\}_{s \in (-\varepsilon, \varepsilon)} \) and an initial harmonic map.
$h_0 : X \to S$ whose image is not a point nor closed circle by the uniqueness of the harmonic map. Moreover, the vector $\mathcal{V}_e(t)$ defined by (3.9) is a solution of the ordinary differential equation

$$\nabla_{T_e} \mathcal{V}_e = -\frac{1}{\|T_e\|_{G_0}} R(V_e, T_e) T_e.$$  

with initial vector $\mathcal{V}_e(h_0,e(0))$ if $\|T_e\|_{G_0} \neq 0$.

We postpone the proof of Proposition 3.7 for the moment. Then, for any Weil–Petersson geodesic $\{[G_s]\}_{s \in (-\varepsilon,\varepsilon)}$ in $\mathcal{T}(S)$, the second variation formula (3.8) becomes

$$\frac{d^2}{ds^2} \mathcal{E}_c ([G_s])_{s=0} = \sum_{e \in E} m_E(e) \int_0^1 \left\{ -\frac{1}{4} (\Delta_{G_0} - 2)^{-1} \|Q\|^2_{G_0} + \|V_e\|^2_{G_0} + \|\mathcal{V}_e\|^2_{G_0} \right\} \cdot \|T_e\|^2 dt,$$

by Propositions 3.5 and 3.7, and using the fact

$$\frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 h_0^s L Z \{T_e, T_e\} dt = 0$$

due to the harmonicity of $h_0$ (see (3.2) for a similar identity). More generally, we obtain the following Hessian formula:

**Theorem 3.9.** — Let $\{[G_{r,s}]\}_{r,s \in (-\varepsilon,\varepsilon)}$ be any two-parameter family of Weil–Petersson geodesics in $\mathcal{T}(S)$ with $[G_0] = [G_{0,0}]$ with a horizontal lift $\{G_{r,s}\}_{r,s \in (-\varepsilon,\varepsilon)}$ in $\mathcal{M}_{-1}(S)$ for $\varepsilon > 0$. For the tangent vectors $P := (\partial_r G_{r,0})|_{r=0}$ and $Q := (\partial_s G_{0,s})|_{s=0}$, the Hessian of the energy functional $\mathcal{E}_c : \mathcal{T}(S) \to \mathbb{R}$ at $[G_0]$ is given by

$$\text{Hess}_{\mathcal{E}_c} (P, Q)_{[G_0]} = \left. \frac{\partial^2}{\partial r \partial s} \mathcal{E}_c ([G_{r,s}]) \right|_{r=s=0} = \sum_{e \in E} m_E(e) \int_0^1 \left\{ -\frac{1}{4} (\Delta_{G_0} - 2)^{-1} \langle P, Q \rangle_{G_0} + \langle V_e, W_e \rangle_{G_0} + \langle \mathcal{V}_e, W_e \rangle_{G_0} \right\} \cdot \|T_e\|^2_{G_0} dt,$$

where $h_0 : X \to (S, G_0)$ is any smooth harmonic map, $T_e(t) := \partial_t h_{0,e(t)}$, $V_e(t) := \partial_t h_{r,e(t)}$ for the family of harmonic maps $h_r : X \to (S, G_{r,0})$, $V_e(t)$ are defined by (3.9) relative to the variable $r$, and $W_e(t)$, $W_e(t)$ are defined analogously relative to the variable $s$. In the integral, $\langle P, Q \rangle_{G_0}$ stands for $G_0(P, Q)$.

One can check this formula by using (3.12), and thus, we omit the proof. Now, we give a proof of strictly convexity of the energy functional $\mathcal{E}_c$.

**Proof of Theorem 2.3.** — We show that

$$-\frac{1}{4} (\Delta_{G_0} - 2)^{-1} \|Q\|^2_{G_0} \geq \frac{1}{24} \|Q\|^2_{G_0} \geq 0.$$  

Indeed, setting $u := (\Delta_{G_0} - 2)^{-1} \|Q\|^2_{G_0} + \frac{1}{6} \|Q\|^2_{G_0}$, we see

$$(\Delta_{G_0} - 2) u = \|Q\|^2_{G_0} + \frac{1}{6} (\Delta_{G_0} - 2) \|Q\|^2_{G_0} = \frac{1}{6} (\Delta_{G_0} + 4) \|Q\|^2_{G_0} \geq 0,$$

**Annales Henri Lebesgue**
where the last inequality follows from Lemma 3.1 (ii). Suppose \( \max_{p \in S} u(p) > 0 \). Then, at any maximum point \( p_0 \) of \( u \), we have \( \Delta_{G_0} u(p_0) < 0 \) and \(-2u(p_0) < 0 \), which leads \((\Delta_{G_0} - 2)u(p_0) < 0 \), a contradiction. Hence \( u \leq 0 \) on \( S \), as required.

Combining (3.13) with (3.12), we have

\[
(3.14) \quad \text{Hess}_{\mathcal{E}_c}(Q, Q)_{G_0} \\
\geq \sum_{e \in E} m_E(e) \int_0^1 \left\{ \frac{1}{24} \|Q\|^2_{G_0} + \|V_e^t\|^2_{G_0} + \|V_e\|^2_{G_0} \right\} : \|T_e\|^2_{G_0} \, dt \geq 0
\]

for any Weil–Petersson geodesic \( \{[G_s]\}_{s \in (-\varepsilon, \varepsilon)} \) in \( \mathcal{T}(S) \), and thus \( \mathcal{E}_c \) is convex.

Suppose there exists \( Q \) such that \( \text{Hess}_{\mathcal{E}_c}(Q, Q)_{G_0} = 0 \). Then (3.14) implies

\[
(3.15) \quad Q(h_{0,e}(t)) \equiv 0
\]

for any edge \( e \in E \) with \( \|T_e\|_{G_0} \neq 0 \). For such an edge \( e \in E \), we take a point \( p \) on the image of \( h_e \) and an isothermal coordinate \( z = x^1 + ix^2 \) around \( p \). Recall that, by Lemma 3.1, the function \( Q_{11} - \sqrt{-1} Q_{12} \) is a holomorphic function for \( Q \in T_{[G]} \mathcal{T}(S) \). Since the zeros of a holomorphic function are isolated, (3.15) implies \( Q \equiv 0 \) on an open subset around the point \( p \). Then, it turns out that \( Q \equiv 0 \) on the whole \( S \) because \( S \) is a (compact) connected surface. Therefore for any nonzero \( Q \in T_{[G]} \mathcal{T}(S) \), we have \( \text{Hess}_{\mathcal{E}_c}(Q, Q)_{G_0} > 0 \), and thus \( \mathcal{E}_c \) is strictly convex.

Remark 3.10. — In fact, the above proof shows that in the setting of Theorem 2.3, the Hessian of the energy functional \( \mathcal{E}_c : \mathcal{T}(S) \to \mathbb{R} \) is positive definite and non-degenerate at any point \([G] \in \mathcal{T}(S)\).

### 3.2. Proof of Proposition 3.7

Let \( \{[G_s]\}_{s \in (-\varepsilon, \varepsilon)} \) be a smooth curve in \( \mathcal{T}(S) \), and \( h_s \) the family of harmonic maps associated with its horizontal lift \( \{G_s\}_{s \in (-\varepsilon, \varepsilon)} \) in \( \mathcal{M}_{-1}(S) \). For the simplicity of notation, let us write

\[
T^s_e(t) := \partial_t h_{s,e}(t), \quad \text{and} \quad V^s_e(t) := \partial_s h_{s,e}(t).
\]

for each edge \( e \in E \). Moreover, we simply write \( T_s(t) := T^0_s(t) \) at \( s = 0 \). Since \( h_s : X \to (S, G_s) \) is a family of harmonic maps, we may assume the following:

- \( h_{s,e}(t) \) is a constant speed geodesic in \((S, G_s)\) for each \( e \in E \), namely, we have

\[
(3.16) \quad \nabla^s_{T_e^s} T_e^s = 0
\]

along \( h_{s,e}(t) \) for any \( s \in (-\varepsilon, \varepsilon) \), where \( \nabla^s \) is the Levi–Civita connection of \((S, G_s)\). We simply write \( \nabla = \nabla^0 \). The parameter \( t \) is proportional to the arc-length parameter of \( h_{s,e}(t) \), i.e., the norm \( \|T^s_e(t)\|_{G_s} \) is constant along \( h_{s,e}(t) \) in \( t \in [0, 1] \) for each \( e \in E \) and each \( s \in (-\varepsilon, \varepsilon) \).

- The balanced condition holds for the map \( h_s : X \to (S, G_s) \),

\[
(3.17) \quad \sum_{e \in E_s} m_E(e) T^s_e(0) = 0
\]

for any \( x \in V \) and all \( s \in (-\varepsilon, \varepsilon) \).
The second variation formula (A.2) in Appendix implies that
\[
(3.18) \quad \frac{d^2}{ds^2} E_G(h_s) \bigg|_{s=0} = \sum_{e \in E} m_E(e) \int_0^1 \left\{ \| \nabla_{T_e} V_e \|^2_{G_0} - G_0 (R(V_e, T_e) T_e, V_e) \right\} dt
\]
for the harmonic map \( h_0 : X \to (S, G_0) \), where \( R \) is the curvature tensor of \((S, G_0)\). Then, the right hand side becomes
\[
(3.19) \quad \sum_{e \in E} m_E(e) \int_0^1 \left\{ - G_0 (\nabla_{T_e} \nabla_{T_e} V_e, V_e) - G_0 (R(V_e, T_e) T_e, V_e) \right\} dt \\
+ \sum_{e \in E} \int_0^1 m_E(e) \left[ G_0 (\nabla_{T_e} V_e, V_e) \right]_{t=0} \]

The following lemma is the place where we use (3.17) that the balanced condition holds for all \( s \in (-\varepsilon, \varepsilon) \).

**Lemma 3.11.** — Letting \( T^s_e(t) := \partial_s h_{s,e}(t) \) and \( V^s_e(t) := \partial_t h_{s,e}(t) \), if we have
\[
(3.20) \quad \sum_{e \in E_s} m_E(e) T^s_e(0) = 0 \quad \text{for each } x \in V \text{ for all } s \in (-\varepsilon, \varepsilon),
\]
then \( \nabla_{V_x} \cdot \left( \sum_{e \in E_x} m_E(e) T_e \right) = 0 \) at each \( x \in V \). In particular, it holds that
\[
\sum_{e \in E} m_E(e) \left[ G_0 (\nabla_{T_x} V_e, V_e) \right]_{t=0} = 0.
\]

**Proof.** — For each vertex \( x \), differentiating (3.20) in \( s \in (-\varepsilon, \varepsilon) \), we have
\[
\sum_{e \in E_x} m_E(e) \nabla_{V_x} \cdot T_e = \nabla_{V_x} \left( \sum_{e \in E_x} m_E(e) T_e \right) = 0.
\]

Denote the origin and the terminal of edge \( e \in E \) by \( o(e) \) and \( t(e) \), respectively. Since
\[
G_0 (V_e, \nabla_{T_{\tau_e}} V_e)_{h_0(t(e))} = -G_0 (V_{\tau_e}, \nabla_{T_{\tau_e}} V_{\tau_e})_{h_0(o(\tau_e))}
\]
for
\[
T_{\tau_e} = -T_e \quad \text{and} \quad m_E(\tau) = m_E(e),
\]
we have that
\[
\sum_{e \in E} m_E(e) \left[ G_0 (V_e, \nabla_{T_e} V_e) \right]_{t=0} = -2 \sum_{e \in E} m_E(e) G_0 (V_{\tau_e}, \nabla_{T_{\tau_e}} V_{\tau_e})_{h_0(o(\tau))}.
\]
Note that \( [V_e, T_e] = 0 \) and thus \( \nabla_{T_{\tau_e}} V_e = \nabla_{V_x} T_e \). For each vertex \( x \), letting \( V_x = V_e \) for \( e \in E_x \) we have
\[
-2 \sum_{x \in V} \sum_{e \in E_x} m_E(e) G_0 (V_x, \nabla_{T_e} V_{\tau_e})_{h_0(x)} = -2 \sum_{x \in V} G_0 \left( V_x, \sum_{e \in E_x} m_E(e) \nabla_{V_x} T_e \right)_{h_0(x)} \\
= 0,
\]
as required. \( \square \)
Recall that, for the velocity vector \( Q := (\partial_s G_s)|_{s=0} \), we have defined the vector field \( Q^s_e \) along \( h_{0,e}(t) \) such that \( Q(T_e, \cdot) = G_0(Q^s_e \cdot) \) (Definition 3.6). The following formula uses the property (3.16) that \( h_{s,e}(t) \) is a constant speed geodesic in \((S, G_s)\) for each \( e \in E \) for all \( s \in (-\varepsilon, \varepsilon) \).

**Lemma 3.12.** — For any horizontal lift \( \{G_s\}_{s \in (-\varepsilon, \varepsilon)} \) of any smooth curve \( \{[G_s]\}_{s \in (-\varepsilon, \varepsilon)} \) for \( \varepsilon > 0 \) in \( T(S) \), we have

\[
-\nabla_{T_e} \nabla_{T_e} V_e - R(V_e, T_e) T_e = \frac{1}{2} \nabla_{T_e} Q^s_e \quad \text{for} \quad e \in E.
\]

**Proof.** — We shall consider the differential of (3.16) at \( s = 0 \). For any fixed \( t \in [0, 1] \), we may take a local isothermal coordinate \((x^1, x^2)\) around \( h_{0,e}(t) \) satisfying \( G_0(h_{0,e}(t)) = 4((dx^1)^2 + (dx^2)^2) \) and \( \Gamma^s_{\beta\gamma}(G_0, h_{0,e}(t)) = 0 \) at the fixed point \( h_{0,e}(t) \). Indeed, since \((S, G_0)\) is a hyperbolic surface, the fixed point \( h_{0,e}(t) \) can be regarded as the origin of the Poincaré disk, and the standard coordinate \((x^1, x^2)\) of the Poincaré disk gives rise to the desired local coordinate.

Let

\[
T_e^s(t) = \partial_t h_{s,e}(t) = \tau_s^\alpha(t) \frac{\partial}{\partial x^\alpha}|_{h_{0,e}(t)}
\]

for \( \alpha = 1, 2 \).

Then, we have for \( \alpha = 1, 2 \),

\[
\frac{\partial}{\partial s}|_{s=0} \left( \nabla_{T_e}^s T_e^s \right)^\alpha = \frac{\partial}{\partial s}|_{s=0} \left( \partial_t \tau_s^\alpha + \tau_s^\beta \tau_s^\gamma \Gamma^\alpha_{\beta\gamma}(G_s, h_s) \right)
\]

\[
= \frac{\partial}{\partial s}|_{s=0} (\partial_t \tau_s^\alpha) + \left( \frac{\partial}{\partial s}|_{s=0} \tau_s^\beta \tau_s^\gamma \right) \Gamma^\alpha_{\beta\gamma}(G_0, h_0) + \tau_s^\beta \tau_s^\gamma \left( \frac{\partial}{\partial s}|_{s=0} \Gamma^\beta_{\beta\gamma}(G_s, h_s) + \frac{\partial}{\partial s}|_{s=0} \Gamma^\alpha_{\beta\gamma}(G_0, h_s) \right)
\]

\[
= \frac{\partial}{\partial s}|_{s=0} (\partial_t \tau_s^\alpha + \beta_s^\beta \tau_s^\gamma \Gamma^\alpha_{\beta\gamma}(G_0, h_s) + \beta_s^\alpha(\partial_t \tau_0^\alpha + \beta_0^\beta \tau_0^\gamma \Gamma^\alpha_{\beta\gamma}(G_s, h_0)) = \frac{\partial}{\partial s}|_{s=0} (\nabla_{T_e}^s T_e^s)^\alpha + \frac{\partial}{\partial s}|_{s=0} \left( \nabla_{T_e}^s T_e^s \right)^\alpha,
\]

where we have added \( \frac{\partial}{\partial s}|_{s=0}(\partial_t \tau_0^\alpha) = 0 \) in the third equality, \( \Gamma^s_{\beta\gamma}(G_s, h_s) \) denotes the Christoffel symbol for the metric \( G_s \) at the point \( h_{s,e}(t) \) (and we use the Einstein convention for summations over \( \beta, \gamma = 1, 2 \)).

Since \( \Gamma^s_{\beta\gamma}(G_0, h_{0,e}(t)) = 0 \), we have

\[
\frac{\partial}{\partial s}|_{s=0} \left( \nabla_{T_e}^s T_e^s \right)^\alpha = \left( \nabla_{V_e} \nabla_{T_e} T_e^s \right)^\alpha|_{s=0},
\]

and since \([V_e^s, T_e^s] = 0\),

\[
\left( \nabla_{V_e} \nabla_{T_e} T_e^s \right)^\alpha|_{s=0} = \left( R(V_e^s, T_e^s) T_e^s + \nabla_{T_e} \nabla_{V_e} T_e^s \right)|_{s=0} = \left( R(V_e^s, T_e^s) T_e^s + \nabla_{T_e} \nabla_{T_e} V_e^s \right)|_{s=0}.
\]

Therefore we obtain for \( \alpha = 1, 2 \),

\[
\frac{\partial}{\partial s}|_{s=0} \left( \nabla_{T_e}^s T_e^s \right)^\alpha = \left( R(V_e, T_e) T_e + \nabla_{T_e} \nabla_{V_e} \right)^\alpha.
\]
Consider the second term in (3.21). We simply write \( \tau^i = \tau_0^i \) and \( \Gamma^a_{\beta\gamma}(s) = \Gamma^a_{\beta\gamma}(G_s, h_0) \) so that

\[
\nabla^s_\tau T_e = \left\{ \frac{\partial}{\partial s} \partial^\alpha + \tau^\beta \tau^\gamma \Gamma^a_{\beta\gamma}(s) \right\} \frac{\partial}{\partial x^a} \bigg|_{h_0, e(t)}
\]

Since \( \nabla_\tau T_e \) and \( \Gamma^a_{\beta\gamma}(0) = 0 \) at \( t \), we have \( \frac{\partial}{\partial s} \tau^\alpha(t) = 0 \) for \( \alpha = 1, 2 \). Concerning the differential of Christoffel symbol \( \Gamma^k_{ij}(s) \) with respect to \( s \), we have

\[
\frac{\partial}{\partial s} \Gamma^k_{ij}(s) \bigg|_{s=0} = \frac{1}{2} \frac{\partial}{\partial s} \Gamma^k_{ij}(s) \bigg|_{s=0} = \frac{1}{8} \left\{ (\partial_s G_s)_{ik,j} + (\partial_s G_s)_{jk,i} - (\partial_s G_s)_{ij,k} \right\} \bigg|_{s=0}
\]

at the point \( h_0, e(t) \) since \( (G_s)_{km}(t) = (1/4)\delta_{km} \) and \( (G_s)_{ij,k}(t) = 0 \) for any \( i, j, k = 1, 2 \). Recall that \( \{G_s\}_{s \in (-\varepsilon, e)} \) is a horizontal lift of a curve \( \{G_s\}_{s \in (-\varepsilon, e)} \) in \( T(S) \); Lemma 3.1 implies that \( (\partial_s G_s)_{11} - \sqrt{-1}(\partial_s G_s)_{12} \) satisfies the Cauchy–Riemann equation around \( h_0, e(t) \) and that \( (\partial_s G_s)_{ij,k} \big|_{s=0} \) is symmetric under permuting any indices \( i, j, k \in \{1, 2\} \). Hence we have

\[
\frac{\partial}{\partial s} \Gamma^k_{ij}(s) \bigg|_{s=0} = \frac{1}{8} \frac{\partial}{\partial s} (G_s)_{ik,j} \bigg|_{s=0} \quad \text{at } h_0, e(t).
\]

Therefore we see that

\[
\frac{\partial}{\partial s} \left( \nabla^s_\tau T_e \right)^\alpha = \frac{\partial}{\partial s} \left( \frac{\partial}{\partial s} \partial^\alpha + \tau^\beta \tau^\gamma \Gamma^a_{\beta\gamma}(s) \right) \bigg|_{s=0}
\]

\[
= \tau^\beta \tau^\gamma \left( \frac{\partial}{\partial s} \Gamma^a_{\beta\gamma}(s) \right) \bigg|_{s=0} = \frac{1}{8} \tau^\beta \tau^\gamma \frac{\partial}{\partial s} (G_s)_{\beta\alpha\gamma} \bigg|_{s=0},
\]

and thus

\[
(3.23) \quad \frac{\partial}{\partial s} \left( \nabla^s_\tau T_e \right)^\alpha
\]

\[
= \frac{1}{8} \frac{\partial}{\partial t} \left( \frac{\partial}{\partial s} G_s \bigg|_{s=0} \left( T_e, \frac{\partial}{\partial x^\alpha} \right) \right) = \frac{1}{8} \frac{\partial}{\partial t} Q_e \left( T_e, \frac{\partial}{\partial x^\alpha} \right)
\]

\[
= \frac{1}{8} \frac{\partial}{\partial t} G_0 \left( Q_e^t, \frac{\partial}{\partial x^\alpha} \right) = \frac{1}{8} G_0 \left( \nabla_\tau T_e Q_e^t, \frac{\partial}{\partial x^\alpha} \right) = \frac{1}{2} \left( \nabla_\tau T_e \right)^\alpha,
\]

where \( \left( \nabla_\tau T_e \right)^\alpha(h_0, e(t)) = 0 \) and \( G_0(h_0, e(t)) = 4((dx^1)^2 + (dx^2)^2) \) in this coordinate.

Finally, substituting (3.22) and (3.23) to (3.21), we obtain for each \( t \in [0, 1] \),

\[
\frac{\partial}{\partial s} \left( \nabla^s_\tau T_e \right)^\alpha = \nabla_\tau \nabla_\tau V_e + R(V_e, T_e) T_e + \frac{1}{2} \nabla_\tau Q_e^t,
\]

and since we have (3.16), we obtain the Lemma 3.12.
Proof of Proposition 3.7. — By Lemma 3.11 and Lemma 3.12, the consequence of the second variation formula (3.19) becomes

\[
\frac{d^2}{ds^2} E_G_0 (h_s) \bigg|_{s=0} = \sum_{e \in E} m_E(e) \int_0^1 \frac{1}{2} G_0 \left( \nabla_{T_e} Q_e^2, V_e \right) dt \\
= \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 - G_0 \left( Q_e^2, \nabla_{T_e} V_e \right) dt + \frac{1}{2} \sum_{e \in E} m_E(e) \left[ Q \left( T_e, V_e \right) \right]_{t=0}^{t=1}.
\]

The second term is 0 since the balanced condition (3.17) implies that

\[
\frac{1}{2} \sum_{e \in E} m_E(e) \left[ Q \left( T_e, V_e \right) \right]_{t=0}^{t=1} = - \sum_{e \in E} m_E(e) Q \left( T_e(0), V_e(0) \right) = -Q \left( \sum_{e \in E} m_E(e) T_e(0), V_e(0) \right) = 0.
\]

The integrand of the first term for each \( e \in E \) is

\[
G_0 \left( Q_e^2, \nabla_{T_e} V_e \right) = \| \nabla_{T_e} V_e \|_{G_0}^2 + \frac{\| Q_e^2 \|_{G_0}^2}{4} - \frac{\| \nabla_{T_e} V_e + Q_e^2 \|_{G_0}^2}{2}.
\]

Letting \( J_0 \) be the complex structure on \((S, G_0)\), we have for \( e \in E \) with \( T_e \neq 0 \),

\[
\| Q_e^2 \|_{G_0}^2 = \frac{1}{\| T_e \|_{G_0}^2} \left\{ Q \left( T_e, T_e \right)^2 + Q \left( T_e, J_0 \cdot T_e \right)^2 \right\} = \frac{\| Q \|_{G_0}^2 \| T_e \|_{G_0}^2}{2},
\]

and note that by Definition 3.6 for \( e \in E \) with \( T_e \neq 0 \),

\[
\mathcal{V}_e = \frac{1}{\| T_e \|_{G_0}} \left( \nabla_{T_e} V_e + \frac{Q_e^2}{2} \right),
\]

and by (3.19),

\[
\sum_{e \in E} m_E(e) \int_0^1 \| \nabla_{T_e} V_e \|_{G_0}^2 dt = \frac{d^2}{ds^2} E_G_0 (h_s) \bigg|_{s=0} + \sum_{e \in E} m_E(e) \int_0^1 G_0 (R \left( V_e, T_e \right) T_e, V_e) dt.
\]

Substituting these to (3.24), we obtain

\[
\frac{1}{2} \frac{d^2}{ds^2} E_G_0 (h_s) \bigg|_{s=0} = \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 \left\{ G_0 \left( R \left( V_e, T_e \right) T_e, V_e \right) + \frac{\| Q \|_{G_0}^2 \| T_e \|_{G_0}^2}{8} - \frac{\| \mathcal{V}_e \|_{G_0}^2 \| T_e \|_{G_0}^2}{2} \right\} dt.
\]

Since \((S, G_0)\) is a surface of constant sectional curvature \(-1\), we have

\[
G_0 \left( R \left( V_e, T_e \right) T_e, V_e \right) = -\| \mathcal{V}_e \|_{G_0}^2 \| T_e \|_{G_0}^2,
\]

\[
\| \mathcal{V}_e \|_{G_0} = \sqrt{2},
\]

\[
\| T_e \|_{G_0} = \sqrt{2},
\]

\[
\frac{d^2}{ds^2} E_G_0 (h_s) \bigg|_{s=0} = \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 \left\{ G_0 \left( R \left( V_e, T_e \right) T_e, V_e \right) + \frac{\| Q \|_{G_0}^2 \| T_e \|_{G_0}^2}{8} - \frac{\| \mathcal{V}_e \|_{G_0}^2 \| T_e \|_{G_0}^2}{2} \right\} dt.
\]
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where $V_e^\perp$ is the orthonormal projection with respect to $T_e$ for $T_e = 0$ and 0 otherwise, and we complete the proof of Proposition 3.7.

\[
\]

\section{4. Properness of the energy functional}

We will establish the properness of the energy functional $E_C$ for $C = \{f\}$ if $f : X \to S$ induces a surjective homomorphism between the fundamental groups. First we show the following lemma (which will also be used in the next Section 5).

\textbf{Lemma 4.1.} — Assume that $f : X \to S$ is a continuous map which induces a surjective homomorphism from $\pi_1(X)$ to $\pi_1(S)$. If $\varphi_1, \varphi_2$ are orientation-preserving homeomorphisms on $S$ and $\varphi_1 \circ f$ and $\varphi_2 \circ f$ are homotopic, then $\varphi_1$ and $\varphi_2$ are isotopic on $S$.

\textbf{Proof.} — Let $\tilde{\varphi} := \varphi_2^{-1} \circ \varphi_1$, then the maps $\tilde{\varphi} \circ f$ and $f$ are homotopic. For any $x_0 \in X$, let $\gamma$ be the path from $f(x_0)$ to $\tilde{\varphi} \circ f(x_0)$ given by the homotopy between $\tilde{\varphi} \circ f$ and $f$. Then, there exists a homeomorphism $\beta_\gamma$ homotopic to the identity map on $S$ such that

$$\beta_\gamma : \pi_1(S, \tilde{\varphi} \circ f(x_0)) \to \pi_1(S, f(x_0)),$$

$$\beta_\gamma([\alpha]) = [\gamma \cdot \alpha \cdot \tau],$$

for $[\alpha] \in \pi_1(S, \tilde{\varphi} \circ f(x_0))$, where $\tau$ denotes the reversed path of $\gamma$. (Such an $\beta_\gamma$ is obtained first when $\gamma$ is a short enough path on $S$, and in general divide $\gamma$ into finitely many short enough paths and composite homeomorphisms homotopic to the identity.) Since $f$ induces a surjective homomorphism $f_\# : \pi_1(X, x_0) \to \pi_1(S, f(x_0))$, one obtains $\beta_\gamma \circ \tilde{\varphi}_\# : \pi_1(S, f(x_0)) \to \pi_1(S, f(x_0))$,

$$[f(c)] \mapsto [\gamma \cdot \tilde{\varphi}(f(c)) \cdot \tau] \quad \text{for } [c] \in \pi_1(X, x_0),$$

and since $\tilde{\varphi} \circ f$ and $f$ are homotopic, $\beta_\gamma \circ \tilde{\varphi}_\#$ coincides with $id_\#$ given by $id$ on $S$. Since $S$ is a $K(\pi_1(S), 1)$-space, $\beta_\gamma \circ \tilde{\varphi}$ and $id$ are homotopic fixing $f(x_0)$ [Hat02, Proposition 1B.9], and since $\beta_\gamma$ is homotopic to $id$, $\tilde{\varphi}$ is homotopic to $id$; hence $\varphi_1$ and $\varphi_2$ are homotopic. It is known that two orientation-preserving homeomorphisms which are homotopic on a closed Riemann surface $S$ are isotopic [Eps66, Theorem 6.3], therefore $\varphi_1$ and $\varphi_2$ are in fact isotopic on $S$. \hfill \Box

\textbf{Proof of Theorem 2.5.} — For any $R \geq 0$, let us denote the sublevel set by

$$\text{Sub}(R) := \left\{ \left[ (\Sigma, G_\Sigma), \varphi \right] \in T(S) : E_C([G\Sigma]) \leq R, \ G = \varphi^*G_\Sigma \right\}.$$ 

Assume that $\text{Sub}(R) \neq \emptyset$. Taking a harmonic map $h_G : X \to (S, G)$ in the homotopy class $C = \{f\}$, we write

$$E_C([G\Sigma]) = E_G(h_G) = \frac{1}{2} \sum_{e \in E} m_e(e) \int_0^1 \| \partial_t h_{G,e} \|^2_G dt.$$ 

Let $l(h_{G,e})$ be the length of $h_{G,e} : [0, 1] \to (S, G)$ for each $e \in E$. Since $h_G$ is harmonic and piecewise geodesic, we have for each $e \in E$,

$$l(h_{G,e}) = \int_0^1 \| \partial_t h_{G,e} \|^2_G dt = \| \partial_t h_{G,e} \|^2_G.$$
The Cauchy–Schwarz inequality gives
\[
\sum_{e \in E} l(h_{G,e}) \leq \sum_{e \in E} \left( \int_0^1 \|\partial_t h_{G,e}\|^2 \, dt \right)^{1/2} \leq \left( \sum_{e \in E} \frac{1}{m_E(e)} \right)^{1/2} \cdot \left( \sum_{e \in E} m_E(e) \int_0^1 \|\partial_t h_{G,e}\|^2 \, dt \right)^{1/2}
\]
Hence letting \(M := \sum_{e \in E} m_E(e)^{-1}\), we obtain for any \([G] \in \text{Sub}(R)\),
\[
(4.1) \quad \sum_{e \in E} l(h_{G,e}) \leq (M \cdot 2 \mathcal{E}_C([G]))^{1/2} \leq (2MR)^{1/2}.
\]
For given closed Riemann surface \(S\), we take a finite collection of simple closed curves \(\{\gamma_1, \ldots, \gamma_N\}\) on \(S\) such that the union \(\gamma_1 \cup \cdots \cup \gamma_N\) fills \(S\), i.e., the complement of this union is a disjoint union of disks. (For example, one may take simple closed curves corresponding to the free homotopy classes of the standard set of generators of \(\pi_1(S)\), where \(N\) is twice the genus of \(S\).) Then, if \(\gamma\) is any simple closed curve which is not homotopic to a point, then there exists a \(\gamma_i\) such that the geometric intersection number between free homotopy classes of \(\gamma\) and \(\gamma_i\) is not zero.

Since \(f_* : \pi_1(X, x_0) \rightarrow \pi_1(S, f(x_0))\) is surjective, we choose a collection of closed paths \(\{c_1, \ldots, c_N\}\) in \(X\) such that \(f(c_i)\) is freely homotopic to \(\gamma_i\) for each \(i = 1, \ldots, N\). Let \(C_{\text{max}} := \max_{i=1,\ldots,N} |c_i|\), where \(|c_i|\) is the number of edges in \(c_i\). (One may just take \(C_{\text{max}} = 1\) if \(f\) fills the surface in the following inequality.) Then, for any \(c_i\), we have
\[
\sum_{e \in c_i} l(h_{G,e}) \leq C_{\text{max}} \sum_{e \in E} l(h_{G,e}) \leq C_{\text{max}} (2MR)^{1/2},
\]
for any \([G] \in \text{Sub}(R)\). For any closed hyperbolic surface \((S, G)\), let \(\text{inj}((S, G))\) be the injectivity radius. Taking a closed geodesic \(\gamma_{\text{inj}}\) in \((S, G)\) such that the length realizes twice the injectivity radius \(l(\gamma_{\text{inj}}) = 2 \cdot \text{inj}((S, G))\), we have a \(\gamma_i\) such that the geometric intersection number is non zero in their free homotopy classes. Let \(\gamma_{i,G}\) be a (unique) closed geodesic freely homotopic to \(\gamma_i\), then \(\gamma_{i,G}\) has the shortest length among the free homotopy class of \(\gamma_i\) since \((S, G)\) is a hyperbolic surface, and we have
\[
l(\gamma_{i,G}) \leq \sum_{e \in c_i} l(h_{G,e}) \leq C_{\text{max}} (2MR)^{1/2}.
\]
Then, the Collar Lemma [Kee74] (e.g., [FM11, Lemma 13.6]) implies that
\[
N_{\gamma_i} = \left\{ x \in S : d(x, \gamma_i) \leq \sinh^{-1}\left( \frac{1}{\sinh(l(\gamma_i)/2)} \right) \right\}
\]
is an embedded annulus, and thus
\[
l(\gamma_{\text{inj}}) \geq \sinh^{-1}\left( \frac{1}{\sinh(l(\gamma_i)/2)} \right).
\]
Therefore, letting
\[
\varepsilon(R) := \frac{1}{2} \sinh^{-1}\left( \frac{1}{\sinh((1/2)C_{\text{max}} (2MR)^{1/2})} \right) > 0,
\]
we obtain \( \text{inj}((S, G)) \geq \varepsilon(R) \) for any \([G] \in \text{Sub}(R)\). We consider the moduli space \( \mathcal{M}(S) \) of \( S \), and define
\[
\mathcal{M}_{\varepsilon(R)}(S) := \left\{ [(S, G)] \in \mathcal{M}(S) : \text{inj}((S, G)) \geq \varepsilon(R) \right\}.
\]
Now we are discussing the standard topology in Teichmüller space \( \mathcal{T}(S) \), and the induced topology in the moduli space \( \mathcal{M}(S) \) as the quotient space of \( \mathcal{T}(S) \) by the action of the mapping class group \( \text{Mod}(S) \) which acts on \( \mathcal{T}(S) \) properly discontinuously. Then, the Mumford–Mahler Compactness criterion implies that \( \mathcal{M}_{\varepsilon(R)}(S) \) is compact ([Tro92, Theorem C.1]); for any sequence of points \([(\Sigma_i, G_i), \varphi_i] \) in \( \mathcal{T}(S) \) with \( E_C((\varphi_i^* G_i)) \leq R \), we have \( \text{inj}((S, \varphi_i^* G_i)) \geq \varepsilon(R) \), and thus up to passing to a subsequence there exists a hyperbolic surface \([(S, G_*)] \) in \( \mathcal{M}_{\varepsilon(R)}(S) \) such that \([(S, \varphi_* G_i)] \) converges to \([(S, G_*)] \) in \( \mathcal{M}(S) \). Moreover, there exists a sequence of (orientation-preserving) diffeomorphisms \( \hat{\varphi}_i \) on \( S \) to itself and \( \varphi_* := \text{id} : S \to S \) such that \([(\Sigma_i, G_i), \varphi_i \circ \hat{\varphi}_i^{-1}] \) converges to \([(S, G_*), \varphi_*] \) in the Teichmüller space \( \mathcal{T}(S) \), and \( (\varphi_i \circ \hat{\varphi}_i^{-1})^* G_i \) converges to \( G_* \) in the \( C^\infty \)-topology: for any \( \varepsilon > 0 \), for all large enough \( i \), we have
\[
(4.2) \quad G_* \leq (1 + \varepsilon) \left( \varphi_i \circ \hat{\varphi}_i^{-1} \right)^* G_i.
\]
Let \( h_i : X \to (S, \varphi_i^* G_i) \) be a harmonic map in the homotopy class \( \mathcal{C} \). The maps \( \hat{\varphi}_i \circ h_i : X \to (S, (\varphi_i \circ \hat{\varphi}_i^{-1})^* G_i) \) are harmonic since \( \hat{\varphi}_i : (S, \varphi_i^* G_i) \to (S, (\varphi_i \circ \hat{\varphi}_i^{-1})^* G_i) \) are isometry (although \( \hat{\varphi}_i \circ h_i \) may not be homotopic to \( h_i \)). We note that \( \hat{\varphi}_i \circ h_i : X \to (S, G_* \) are equicontinuous; this follows from (4.1) and (4.2). Thus by the Ascoli–Arzelà theorem after passing to a subsequence if necessary, \( \hat{\varphi}_i \circ h_i \) converges to a continuous map \( h_* : X \to (S, G_*) \) uniformly. Therefore for all large enough \( i, j \), the maps \( \hat{\varphi}_i \circ h_i \) and \( \hat{\varphi}_j \circ h_j \) are homotopic.

Then, the condition that \( \hat{\varphi}_i \circ h_i \) and \( \hat{\varphi}_j \circ h_j \) are in the same homotopy class inducing surjective homomorphisms \( \pi_1(X) \to \pi_1(S) \) implies that \( \hat{\varphi}_i \) and \( \hat{\varphi}_j \) are isotopic on \( S \). Indeed, since both \( h_i \) and \( h_j \) are homotopic to \( f \), \( \varphi_i \circ f \) and \( \varphi_j \circ f \) are homotopic for all large enough \( i, j \), and Lemma 4.1 implies that \( \hat{\varphi}_i \) and \( \hat{\varphi}_j \) are isotopic for all large enough \( i, j \).

Let \( \hat{\varphi}_* := \hat{\varphi}_i \) for a large enough \( i \). Since \([(\Sigma_i, G_i), \varphi_i \circ \hat{\varphi}_i^{-1}] \) converges to \([(S, G_*), \varphi_*] \),
\[
[(\Sigma_i, G_i), \varphi_i] \to [(S, G_*), \varphi_* \circ \hat{\varphi}_*] = [(S, G_*), \hat{\varphi}_*] \quad \text{in} \quad \mathcal{T}(S).
\]
For any \( \varepsilon > 0 \), and for all large enough \( i \), we have (4.2) and
\[
E_C\left((\hat{\varphi}_*^* G_* \right) \leq E_C(\hat{\varphi}_*^* G_* (h_i) \leq (1 + \varepsilon)E_{\varphi_i^* G_i}(h_i),
\]
and conclude that \( E_C((\varphi_*^* G_*]) \leq R \) by letting \( \varepsilon \to 0 \), as required. \( \square \)

5. Actions by finite subgroups of the mapping class groups

Recall that \( \text{Aut}(X) \) is the group of automorphisms \( \sigma \) of a finite weighted graph \( X = (V, E, m_E) \), where \( \sigma \) is a bijection from \( V \) to itself, preserves edges with \( \sigma e = \sigma e \) and \( m_E(\sigma e) = m_E(e) \) for \( e \in E \), and also recall that the mapping class group \( \text{Mod}(S) \)}
is the group of isotopy classes of orientation-preserving homeomorphisms $\text{Homeo}^+(S)$. We define a subgroup of $\text{Mod}(S)$ for any continuous map $f : X \to S$ by

$$\mathcal{G}_f(S) := \{[\varphi] \in \text{Mod}(S) \mid \varphi \circ f \simeq f \circ \sigma \text{ for some } \sigma \in \text{Aut}(X)\},$$

where $f_1 \simeq f_2$ if and only if $f_1$ and $f_2$ are homotopic. This $\mathcal{G}_f(S)$ is a group depending only on the homotopy class of $f$.

**Lemma 5.1.** — If $f : X \to S$ is a continuous map which induces a surjective homomorphism $\pi_1(X, x_0) \to \pi_1(S, f(x_0))$, then the group $\mathcal{G}_f(S)$ is a finite group.

**Proof.** — Let us define a subgroup of $\text{Aut}(X)$ by

$$\mathcal{G}_f(X) := \{\sigma \in \text{Aut}(X) \mid \varphi \circ f \simeq f \circ \sigma \text{ for some } [\varphi] \in \text{Mod}(S)\}.$$

Assigning $\sigma \in \mathcal{G}_f(X)$ to $[\varphi] \in \text{Mod}(S)$ such that $\varphi \circ f \simeq f \circ \sigma$, we define the map

$$\pi : \mathcal{G}_f(X) \to \mathcal{G}_f(S).$$

This map $\pi$ is well-defined; indeed, for $\sigma \in \text{Aut}(X)$, if there are $\varphi_1, \varphi_2 \in \text{Homeo}^+(S)$ such that $\varphi_1 \circ f \simeq f \circ \sigma$ and $\varphi_2 \circ f \simeq f \circ \sigma$, then $\varphi_1 \circ f \simeq \varphi_2 \circ f$. Since $f : X \to S$ induces a surjective homomorphism from $\pi_1(X)$ to $\pi_1(S)$, Lemma 4.1 implies that $\varphi_1$ and $\varphi_2$ are isotopic on $S$, i.e., $[\varphi_1] = [\varphi_2] \in \text{Mod}(S)$. The map $\pi$ is a group homomorphism which is surjective by the definitions of $\mathcal{G}_f(S)$ and $\mathcal{G}_f(X)$. Since the group $\mathcal{G}_f(X)$ is a subgroup of $\text{Aut}(X)$ which is a finite group, and $\mathcal{G}_f(S) = \pi(\mathcal{G}_f(X))$, we conclude that $\mathcal{G}_f(S)$ is a finite group. □

**Proof of Theorem 1.2.** — By Lemma 2.4, we assume that $f$ induces a surjective homomorphism from $\pi_1(X)$ to $\pi_1(S)$. Then Lemma 5.1 implies that $\mathcal{G}_f(S)$ is a finite group. Let us simply write $\mathcal{G} = \mathcal{G}_f(S)$, and define

$$\tilde{\mathcal{E}}_C := \frac{1}{|\mathcal{G}|} \sum_{[\varphi] \in \mathcal{G}} \mathcal{E}_\varphi \circ [\varphi] : \mathcal{T}(S) \to [0, \infty).$$

Since $\mathcal{E}_C$ is strictly convex with respect to the Weil–Petersson metric as well as proper by Theorem 2.3 and 2.5, and $\text{Mod}(S)$ acts on $\mathcal{T}(S)$ as isometries relative to the Weil–Petersson metric, each function $\tilde{\mathcal{E}}_C \circ [\varphi]$ for $[\varphi] \in \mathcal{G}$, and its convex combination $\tilde{\mathcal{E}}_C$ are also so. Hence $\tilde{\mathcal{E}}_C$ has a unique minimizer $[(\Sigma_0, \bar{G}_0), \tilde{\varphi}_0]$ in $\mathcal{T}(S)$. Note that $\tilde{\mathcal{E}}_C$ is invariant under the action of $\mathcal{G}$, and thus the minimizer is fixed by $\mathcal{G}$. This implies that $\mathcal{G}$ acts on $(S, \tilde{\varphi}_0^* \bar{G}_0)$ as isometries. Each $[\varphi] \in \mathcal{G}$ has a unique representative as an isometry of $(S, \tilde{\varphi}_0^* \bar{G}_0)$ since two isometries which are isotopy (or, homotopy) must coincide. Let us define $\mathcal{G}_0$ as the group generated by these isometries.

So far, we have obtained a unique minimizer $[(\Sigma_0, \bar{G}_0), \tilde{\varphi}_0]$ for $\tilde{\mathcal{E}}_C$ and a group $\mathcal{G}_0$ of isometries on $(S, \tilde{\varphi}_0^* \bar{G}_0)$ such that $\tilde{G}_0 \to \mathcal{G}_f(S)$, $\varphi \mapsto [\tilde{\varphi}]$ induces an isomorphism of groups. Then, we shall show that a point in $\mathcal{T}(S)$ is the unique minimizer of $\tilde{\mathcal{E}}_C$ if and only if it is the unique minimizer of $\mathcal{E}_C$.

Suppose that $[(\Sigma_0, G_0), \varphi_0]$ is the unique minimizer of $\mathcal{E}_C$. Let $h_0 : X \to (S, \varphi_0^* G_0)$ be the unique harmonic map in the homotopy class $C = [f]$. Then it is fixed by $\mathcal{G}_f(S)$: indeed, for any $[\varphi] \in \mathcal{G}_f(S)$, there exists $\sigma_{[\varphi]} \in \text{Aut}(X)$ such that $\varphi \circ h_0 \simeq h_0 \circ \sigma_{[\varphi]}$. 
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Take a diffeomorphism $\varphi$ as a representative of $[\varphi]$, and a unique harmonic map
\[ h'_0 : X \to (S, (\varphi_0 \circ \varphi^{-1})^* G_0), \]
such that $h'_0$ is homotopic to $h_0$. Then, noting that $h'_0 \circ \sigma_{[\varphi]}$ is the unique harmonic map homotopic to $\varphi \circ h_0$ from $X$ to $(S, (\varphi_0 \circ \varphi^{-1})^* G_0)$, we have
\[ E_{\varphi_0^* G_0}(h_0) = E_{(\varphi_0 \circ \varphi^{-1})^* G_0}(\varphi \circ h_0) \geq E_{(\varphi_0 \circ \varphi^{-1})^* G_0}(h'_0 \circ \sigma_{[\varphi]}) = E_{(\varphi_0 \circ \varphi^{-1})^* G_0}(h'_0), \]
where we have used that the energy $E_G(h_0)$ is invariant under pre-composing $\sigma_{[\varphi]}$ to $h_0$ in the last equality. Hence
\[ E_C([\varphi_0^* G_0]) \geq E_C([\varphi] \cdot [\varphi_0^* G_0]), \]
and the uniqueness of minimizer for $E_C$ implies that $[(\Sigma_0, G_0), \varphi_0] = [\varphi] \cdot [(\Sigma_0, G_0), \varphi_0]$ for any $[\varphi] \in \mathcal{G}_[\varphi](S)$.

As a consequence, we have
\[ \tilde{E}_C([G_0]) = E_C([G_0]). \]
On the other hand, if $[(\tilde{\Sigma}_0, \tilde{G}_0), \tilde{\varphi}_0]$ is the unique minimizer of $\tilde{E}_C$, then it is fixed by $\mathcal{G}_[\varphi](S)$ since $\tilde{E}_C$ is invariant under $\mathcal{G}_[\varphi](S)$, and thus
\[ \tilde{E}_C([\tilde{G}_0]) = E_C([\tilde{G}_0]). \]
Therefore $[G_0] = [\tilde{G}_0]$.

Recall that the group $\tilde{G}_0$ acts on $(S, \varphi_0^* G_0)$ as isometries. Since for each $\tilde{\varphi} \in \tilde{G}_0$, $\tilde{\varphi} \circ h_0$ is a harmonic map homotopic to $h_0 \circ \sigma_{[\tilde{\varphi}]}$ for some $\sigma_{[\tilde{\varphi}]} \in \text{Aut}(X)$, we have
\[ \tilde{\varphi} \circ h_0 = h_0 \circ \sigma_{[\tilde{\varphi}]}, \]
by the uniqueness of harmonic map in the same homotopy class by Theorem 2.1(iii). We have completed the proof. \( \square \)

Remark 5.2. — Note that for any finite subgroup $\mathcal{G}$ of $\text{Mod}(S)$, there exists a hyperbolic surface $(S, G)$ and a group $\tilde{\mathcal{G}}$ of isometries of $(S, G)$ such that the natural map $\tilde{\mathcal{G}} \to \mathcal{G}$, $\varphi \mapsto [\varphi]$ gives an isomorphism of groups. This is known as the Nielsen realization problem (a theorem by Kerckhoff [Ker83]; for the history and a proof, we refer to [Tro92, Section 6.4], which is regarded as a continuous counterpart to our setting). The proof which we have given above also provides another proof of this problem by using the functional $E_C$; note that the first paragraph of the proof of Theorem 1.2 works for any finite subgroup $\mathcal{G}$ of $\text{Mod}(S)$.

6. Examples

We give some examples where we are able to find the unique minimizer of energy functional $E_C$ in a fairly explicit way. The first class of examples we discuss is a hyperbolic surface constructed by gluing right-angled hexagons in the hyperbolic plane $\mathbb{H}^2$. Given a specific map $f : X \to S$, we determine each hexagon and how they are combined to form the hyperbolic surface $(S, G)$ where the harmonic map into $(S, G)$ homotopic to $f$ realizes the minimum of $E_C$ with $C = [f]$. We discuss the case
of closed surface $S_2$ of genus 2 with a map $f : X \to S_2$ in Section 6.1, and generalize that construction to closed surface of higher genus in Section 6.2. Another class of examples is provided by classical triangle tessellations on the hyperbolic plane $\mathbb{H}^2$. We discuss general triangle tessellations in Section 6.3, and in particular show that Klein’s surface of genus 3 arises as the minimizer for some explicit energy functional. In all cases, we apply Theorem 1.2; we make use of the group $G_{[f]}(S)$ which we have introduced in order to reduce the dimension of parameter space (the Teichmüller space).

6.1. A simple example for a closed surface of genus 2

A closed Riemann surface of genus two $S_2$ is obtained by two pairs of pants $\mathcal{P}$ and $\mathcal{P}'$. A pair of pants is topologically a compact connected surface of genus zero with three boundary components which are circles. Each pair of pants $\mathcal{P}$ (resp. $\mathcal{P}'$) is obtained by two hexagons $\mathcal{H}$ and $\mathcal{H}'$ (resp. $\mathcal{H}'$ and $\mathcal{H}'$), where a set of every other sides and a set of corresponding sides are identified. We glue two pairs of pants together by identifying three pairs of boundary circles, and obtain the surface $S_2$. When we endow $S_2$ with a hyperbolic metric $G$, we realize each hexagon as an isometric copy of a right-angled hexagon whose sides are geodesics in the hyperbolic plane $\mathbb{H}^2$. Note that by the Gauss–Bonnet theorem, any right-angled hexagon in $\mathbb{H}^2$ has the area $\pi = 3.1415\cdots$.

We define a finite graph whose edges are sides of hexagons in the surface $S_2$, and vertices are the points at intersections of sides. Let $X = (V, E, m_E)$ be the corresponding weighted graph with unit weight on edges $m_E \equiv 1$. The map $f$ we consider is the natural embedding of $X$ into $S_2$. Then, the map $f$ fills the surface $S_2$. Therefore there exists a unique minimizer $(S_2, G_0)$ for the energy functional $E_C$ with $C = [f]$ by Theorem 1.1.

The group $G_{[f]}(S_2)$ has three elements $\varphi_{\text{rot}}, \varphi_{\text{inv}}$ and $\varphi_{\text{ex}}$, where $\varphi_{\text{rot}}$ is given by the rotation of order 3 corresponding to a cyclic permutation of glued three boundary components of two pairs of pants, $\varphi_{\text{inv}}$ is given by an involution of order 2 corresponding to exchanging two pairs of pants, and $\varphi_{\text{ex}}$ is given by an involution of order 2 exchanging hexagons $\mathcal{H}$ and $\mathcal{H}'$, as well as $\mathcal{H}'$ and $\mathcal{H}$ simultaneously (Figure 6.1).

If a hyperbolic surface $(S_2, G_0)$ realizes the minimum of $E_C$ with a harmonic map $h_0$ in the homotopy class $C = [f]$, then Theorem 1.2 implies that $(S_2, G_0)$ admits isometries corresponding to $\varphi_{\text{rot}}, \varphi_{\text{inv}}$ and $\varphi_{\text{ex}}$, and the image of $h_0$ which consists of geodesic segments has to be invariant under their actions (as a set). This requires that four hexagons which are complements of the image of $h_0$ are isometric copies of a single right-angled hexagon $\mathcal{H}_0$ whose every other sides are geodesic segments of the same length. Indeed, first each pair of pants $\mathcal{P}$ (resp. $\mathcal{P}'$) has three boundary components which are all (isometric) closed geodesics since $h_0$ is harmonic. Second, every other sides in each hexagon have the same length by the action of $\varphi_{\text{rot}}$, two pairs of pants $\mathcal{P}$ and $\mathcal{P}'$ are isometric by the action of $\varphi_{\text{inv}}$, and the hexagons $\mathcal{H}$ and $\mathcal{H}'$ (resp. $\mathcal{H}'$ and $\mathcal{H}'$) are isometric by the action of $\varphi_{\text{ex}}$. Then, the sides of these hexagons in the surface realizes the image of the harmonic map $h_0$. 
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Figure 6.1. A surface of genus 2 with actions by $\varphi_{\text{rot}}$, $\varphi_{\text{inv}}$ and $\varphi_{\text{ex}}$.

This process reduces the space of parameters to be determined; originally it has the (real) dimension $6g - 6 = 6$ (the dimension of Teichmüller space of $S_2$ where $g = 2$), but now it is as large as the space of parameters to determine $\mathcal{H}_0$ — it has the dimension 1.

Let $\mathcal{H}_*$ be a right-angled hexagon whose sides are geodesic segments in $\mathbb{H}^2$ with one distinguished vertex (a mark). We equip $\mathcal{H}_*$ with the induced orientation from $\mathbb{H}^2$. From the mark, we denote every other sides in the counter-clockwise by $c_1$, $c_2$ and $c_3$, and remaining sides by $d_1$, $d_2$ and $d_3$ (Figure 6.2).

Let $\overline{\mathcal{H}}_*$ be the hexagon given by a reflection of $\mathcal{H}_*$. We glue $\mathcal{H}_*$ and $\overline{\mathcal{H}}_*$ along $d_1$, $d_2$ and $d_3$ with their corresponding copies, and obtain a hyperbolic pair of pants $\mathcal{P}_0$. Let $\tilde{c}_1$, $\tilde{c}_2$ and $\tilde{c}_3$ be the boundary circles corresponding to $c_1$, $c_2$ and $c_3$. Let $\mathcal{P}_0'$ be a reflected isometric copy of $\mathcal{P}_0$, and we glue $\mathcal{P}_0$ and $\mathcal{P}_0'$ by paring $\tilde{c}_i$ and its corresponding copy for $i = 1, 2, 3$. The hyperbolic metric on the resulting surface is determined by the hexagon $\mathcal{H}_*$ whose sides are $c_i$ and $d_i$ for $i = 1, 2, 3$. Let $t := l(c_i)$ and $s := l(d_i)$ be the length of $c_i$ and $d_i$ for all $i = 1, 2, 3$. Then we have

$$t = 2 \sinh^{-1} \left( \frac{\cosh(s/2)}{\sinh s} \right),$$

by the hyperbolic trigonometry; taking the geodesic from the midpoint in $c_1$ to the midpoint of $d_2$ in $\mathcal{H}$, we have in the right-angled pentagon containing $c_2$,

$$\sinh \left( \frac{l(c_1)}{2} \right) \cdot \sinh (l(d_1)) = \cosh \left( \frac{l(d_2)}{2} \right)$$

Annales Henri Lebesgue
Figure 6.2. A marked right-angled hexagon in the hyperbolic plane.

[FN03, (V.2) in Section 8.1]. Let \((S_2, G_s)\) be the resulting hyperbolic surface. If we define the map \(h_s : X \rightarrow (S_2, G_s)\) so that the image \(h_s(X)\) is realized by the sides of hexagons and all \(h_{s,e} : [0,1] \rightarrow (S_2, G_s)\) for \(e \in E\) are the constant speed geodesics, then \(h_s\) is harmonic since it satisfies the balanced condition on each vertex. The energy function becomes

\[
\mathcal{E}_C([G_s]) = E_{G_s}(h_s) = 6 \left( s^2 + t^2 \right) = 6s^2 + 24 \left( \sinh^{-1} \left( \frac{\cosh(s/2)}{\sinh s} \right) \right)^2.
\]

In fact, we may extend the above argument slightly to the case when all the weights are not equal to 1. If the edges corresponding to the sides \(c_i\) of the hexagon \(H_s\) have the weight \(m_c\) and the edges corresponding to the sides \(d_i\) of \(H_s\) have the weight \(m_d\) for all \(i = 1, 2, 3\), then the map \(h_s : X \rightarrow (S_2, G_s)\) is still harmonic in this case as well. The energy functional becomes

\[
\mathcal{E}_C([G_s]) = E_{G_s}(h_s) = 6 \left( m_d s^2 + m_c t^2 \right) = 6m_d s^2 + 24m_c \left( \sinh^{-1} \left( \frac{\cosh(s/2)}{\sinh s} \right) \right)^2.
\]

Then we shall find the corresponding unique minimizer for the weights \(m_c\) and \(m_d\).

The problem is to seek the minimizer of the function

\[
m_d s^2 + m_c t^2
\]

under the restriction

\[
(6.1) \quad \sinh \left( \frac{t}{2} \right) \cdot \sinh(s) = \cosh \left( \frac{s}{2} \right), \quad s > 0, \quad t > 0,
\]

which is equivalent to

\[
\sinh \left( \frac{s}{2} \right) \sinh \left( \frac{t}{2} \right) = \frac{1}{2}.
\]

Letting \(F(s,t) := \sinh(s/2) \sinh(t/2) - 1/2\), we have

\[
\partial_s F = \left( \frac{1}{2} \right) \cosh(s/2) \sinh(t/2) \quad \text{and} \quad \partial_t F = \left( \frac{1}{2} \right) \sinh(s/2) \cosh(t/2).
\]
Thus, the problem is reduced to find a solution of the equation
\begin{equation}
H(s, t(s)) = M \quad \text{for } s > 0 \quad \text{and } M \in (0, \infty).
\end{equation}
One can check that the function \( H(s, t(s)) \) is strictly increasing for \( s \in (0, \infty) \) and the range coincides with \((0, \infty)\). Hence there exists a unique solution \((s, t(s))\) of (6.3) for any \( M \in (0, \infty) \). This gives the unique minimizer of the energy functional \( \mathcal{E}_c \) for the weight \((m_d, m_c)\). If \( M = 1 \), then \( s = t = \log(2 + \sqrt{3}) \), namely, the corresponding hexagon is the regular hexagon. If \( M \to 0 \) or \( M \to \infty \), then \((s, t) \to (0, \infty)\) or \((s, t) \to (\infty, 0)\), respectively, i.e., if we change the ratio \( M \) continuously from 1 to 0 or from 1 to \( \infty \), then the corresponding hexagon tends to an ideal triangle.

### 6.2. Closed surfaces of genus greater than one

Let \( S_g \) be a closed oriented surface of genus \( g \geq 2 \). We consider a graph \( X \) and a continuous map \( f : X \to S_g \) such that the complement of the image of \( f \) gives a decomposition into \( 2(g - 1) \)-pairs of pants. More precisely, for each \( i = 1, \ldots, g - 1 \), let \( \mathcal{H}_i \) be an oriented hexagon in the plane, \( \overline{\mathcal{H}}_i \) be a reflected copy of \( \mathcal{H}_i \), and \( \mathcal{P}_i = \mathcal{H}_i \cup \overline{\mathcal{H}}_i \) be a pair of pants where we identify a set of every other sides of \( \mathcal{H}_i \) with the corresponding set of sides of \( \overline{\mathcal{H}}_i \). Let \( \mathcal{P}'_i \) be a homeomorphic copy of \( \mathcal{P}_i \). For \( 1 \leq i \leq g - 1 \), we glue \( \mathcal{P}_i \) and \( \mathcal{P}'_i \) by identifying two pairs of boundary components so that \( \mathcal{P} \cup \mathcal{P}' \) is a compact connected oriented surface of genus 1 with two boundary components, which we denote by \( \delta_i, \overline{\delta}_i \). Then, we glue all pairs of pants by identifying \( \overline{\delta}_i \) and \( \delta_{i+1} \) in the orientation-reversing way, where the indices \( i \) are modulo \( g - 1 \), and obtain a closed oriented surface \( S_g \) of genus \( g \). Let \( X \) be a finite graph whose edges are the (identified) sides of hexagons, and vertices are the (identified) corners of hexagons in \( S_g \). We denote by \( X = (V, E, m_E) \) the corresponding weighted graph with unit weights \( m_E \equiv 1 \), and by \( f_g : X \to S_g \) the natural embedding. Note that \( f_g \) fills \( S_g \) for every \( g \geq 2 \). We shall find the unique minimizer of the energy functional \( \mathcal{E}_{c}(g) \) for \( C(g) = [f_g] \).

Actually, for any \( g \geq 2 \), we show that the unique minimizer is obtained by gluing \( 4(g - 1) \) isometric copies of regular right-angled hexagons. Consider an element \( \varphi_{\text{ex}} \) of order 2 and an element \( \varphi_{\text{rot}} \) of order \( g - 1 \) in \( \text{Mod}(S_g) \) such that \( \varphi_{\text{ex}} \) exchanges two
hexagons $H_i$ and $H'_i$ (resp. $H_i'$ and $H'_i'$) in each $P_i$ (resp. $P'_i$) simultaneously in an orientation-preserving way, and $\varphi_{\text{rot}}$ sends $P_i \cup P'_i$ and $P_{i+1} \cup P'_{i+1}$ for $i \mod g - 1$. Note that $\varphi_{\text{ex}}, \varphi_{\text{rot}} \in G_{[f,g]}(S_g)$. If we have a hyperbolic surface $(S_g, G_{g,0})$ realizing the unique minimizer of $E_C(g)$, then the image of the unique harmonic map in the class $C(g)$ is invariant under the action of the isometric group realizing $G_{[f,g]}(S_g)$ by Theorem 1.2. This implies that $P_i \cup P'_i$ are isometric for all $i = 1, \ldots, g - 1$, and two boundary components of $P_i \cup P'_i$ are closed geodesics which are isometric for each $i = 1, \ldots, g - 1$. Moreover, two hexagons $H_i$ and $H'_i$ (resp. $H'_i$ and $H'_i'$) in $P_i$ (resp. $P'_i$) are isometric for each $i = 1, \ldots, g - 1$. Since sides of hexagons are in the image of the harmonic map, the sides are geodesic arcs, and such arcs are contained in closed geodesics; since there are exactly four hexagons at each corner in the surface, each hexagon is right-angled. Hence we may cut out $P_i \cup P'_i$ and glue two boundary components of $P_i \cup P'_i$ by orientation-reversing way. The resulting surface $(S_2, G_*)$ is a hyperbolic surface of genus 2 endowed with the image of $f_2$. Note that the total energy $E_C(g)$ is the sum of squared lengths of sides of hexagons and all $P_i \cup P'_i$ are isometric. We observe that if $(S_g, G_{g,0})$ is the unique minimizer of $E_C(g)$ if and only if $(S_2, G_*)$ is the unique minimizer of $E_C(2)$. Since the unique minimizer of $E_C(2)$ is given by gluing four isometric copies of regular right-angled hexagons in Section 6.1, the hyperbolic surface $(S_g, G_{g,0})$ is obtained by gluing $4(g - 1)$ isometric copies of regular right-angled hexagons.

Figure 6.3. The case of closed surface of genus 6 with an embedded finite graph (the upper left), a fundamental domain of a rotation element of order 5 in the mapping class group (the upper right), and the closed surface of genus 2 with an embedded finite graph made from the fundamental domain above (the down right).
6.3. Closed surfaces associated with triangle tessellations

Let $\Delta$ be a geodesic triangle in $\mathbb{H}^2$ with inner angles $\pi/p$, $\pi/q$ and $\pi/r$ for positive integers $p$, $q$ and $r$ with $p^{-1} + q^{-1} + r^{-1} < 1$. We consider the associated triangle group $T(p, q, r)$, and a subgroup $\Gamma$ of index 2 with a fundamental domain $\Delta \cup \overline{\Delta}$ (where $\overline{\Delta}$ is a reflected copy of $\Delta$). There exists a finite index, torsion-free normal subgroup $\Gamma_0$ of $\Gamma$ ([Sti92, Theorem in Section 8.6]; in general, this follows from Selberg’s lemma). The quotient space $(S, G) = \Gamma_0 \backslash \mathbb{H}^2$ is a closed hyperbolic surface.

The group $\Gamma$ acts on $(S, G)$ by isometry with a fundamental domain which is an isometric copy of $\Delta \cup \overline{\Delta}$; this gives a triangle tessellation of $(S, G)$. We consider the finite graph $X = (V, E, m)$ where edges arise as sides of triangles in $(S, G)$ and vertices are points of intersections of sides with unit weight $m_E \equiv 1$, and the natural embedding map $f : X \to S$. Note that $f$ fills the surface $S$. We claim that $(S, G)$ attains the minimum of $E_C$ with $C = [f]$.

If $(S, G_0)$ attains the minimum of $E_C$, then the group $G_0(S)$ is realized as an isometry group $\Gamma_0$ of $(S, G_0)$ by Theorem 1.2, and $G_0$ has to contain $G_0$ which is an isomorphic copy of $\Delta \cup \overline{\Delta}$; this gives a triangle tessellation of $(S, G)$. We consider the finite graph $X = (V, E, m_E)$ where edges arise as sides of triangles in $(S, G)$ and vertices are points of intersections of sides with unit weight $m_E \equiv 1$, and the natural embedding map $f : X \to S$. Note that $f$ fills the surface $S$. We claim that $(S, G)$ attains the minimum of $E_C$ with $C = [f]$.

If we have a periodic weight function on the same graph, i.e., we assign weights $m_1$, $m_2$ and $m_3$ corresponding to the sides of $\Delta$ and extend periodically by $\Gamma/\Gamma_0$.

Figure 6.4. A hyperbolic orbifold corresponding to the triangle of inner angles $(\frac{2\pi}{p}, \frac{2\pi}{q}, \frac{2\pi}{r})$.
on the surface, then \((S,G)\) is still the unique minimizer of \(\mathcal{E}_C\) with \(C = [f]\) and \(h : X \to (S,G)\) is still harmonic. The energy becomes

\[
\mathcal{E}_C([G]) = E_G(h) = |\Gamma/\Gamma_0| \left( m_1 l_1^2 + m_2 l_2^2 + m_3 l_3^2 \right),
\]

and \((S,G)\) is the unique minimizer of \(\mathcal{E}_C\) with \(C = [f]\) regardless of the values of \(m_1, m_2\) and \(m_3\).

As a special case, let us consider the triangle group \(T(2,3,7)\). For a subgroup \(\Gamma\) of \(T(2,3,7)\) with index 2, there is a regular 14-gon with all inner angle \(2\pi/7\) in the plane \(\mathbb{H}^2\) as a fundamental domain of \(\Gamma_0\). The quotient by this subgroup \(\Gamma_0\) is a hyperbolic surface known as the Klein quartic surface (e.g., [Sti92, Example 2 in Section 7.3, p. 176]). We denote the surface by \((S_3,G_{\text{Klein}})\). This is a surface of genus 3 with the isometry group \(\mathcal{G}_0\) of order 168, which is the largest possible among hyperbolic surfaces of genus 3, and such a surface is unique up to isometry. (Recall that the order of isometry group for a closed hyperbolic surface of genus \(g \geq 2\) is at most \(84(g - 1)\).) Note that an isometric copy of a pair of triangles \(\Delta\) and \(\overline{\Delta}\) is a fundamental domain of this isometry group \(\mathcal{G}_0\) in \((S_3,G_{\text{Klein}})\). If we consider the graph \(X\) and the map \(f : X \to S_3\) given by sides of triangles in \((S_3,G_{\text{Klein}})\) as above, the surface \((S_3,G_{\text{Klein}})\) realizes the unique minimizer of the energy functional \(\mathcal{E}_C\) with \(C = [f]\).

In this case, the group \(\mathcal{G}_{[\Gamma]}(S_3)\) is isomorphic to \(\mathcal{G}_0\). Indeed, first the group \(\mathcal{G}_{[\Gamma]}(S_3)\) has to contain an isomorphic copy of \(\mathcal{G}_0\). If \(\mathcal{G}_{[\Gamma]}(S_3)\) is realized as an isometry group of some hyperbolic surface by Theorem 1.2, then that surface has to be isometric to \((S_3,G_{\text{Klein}})\) since \(\mathcal{G}_0\) and thus \(\mathcal{G}_{[\Gamma]}(S_3)\) have the largest order of isometry group among hyperbolic surfaces of genus 3, and this shows that \(|\mathcal{G}_{[\Gamma]}(S_3)| = |\mathcal{G}_0|\); hence \(\mathcal{G}_{[\Gamma]}(S_3)\) and \(\mathcal{G}_0\) are isomorphic. In particular, \((S_3,G_{\text{Klein}})\) is the unique minimizer of \(\mathcal{E}_C\) with \(C = [f]\).

Appendix A. The first and second variation formulas

We show the first and second variation formulas for finite weighted graphs into Riemannian manifolds. This result is proved by Kotani and Sunada [KS01, Theorem 2.1]; we give a proof for the sake of convenience.

Let \(X = (V,E,m_E)\) be a finite weighted graph and \((M,G)\) a Riemannian manifold. A map \(f : X \to M\) is called piecewise \(C^k\) if \(f_e := f|_e : [0,1] \to M\) is \(C^k\) for each edge \(e \in E\). We assume \(k \geq 2\) throughout this appendix. Consider a smooth family of piecewise \(C^k\)-maps \(f_\varepsilon : X \to (M,G)\) for \(s \in (-\varepsilon,\varepsilon)\) with \(f := f_0\) for \(\varepsilon > 0\). Let \(f_\varepsilon(s,t) := f_{s,e}(t)\) and \(T_e(s,t) := (\partial/\partial t)f_{e}(s,t)\) for each edge \(e \in E\). We denote the variation vector fields by \((\partial/\partial s)f_{e}(s,t) = V_e(s,t)\). We denote the Levi–Civita connection and its curvature tensor of \(G\) by \(\nabla\) and \(R\), respectively.

**Lemma A.1.** — For any \(s \in (-\varepsilon,\varepsilon)\), we have the first variation formula:

\[
(A.1) \quad \frac{d}{ds} E_G(f_\varepsilon) = -2 \sum_{e \in E} m_E(e) G(V_e,T_e)(s,0) - \sum_{e \in E} m_E(e) \int_0^1 G(V_e,\nabla_{T_e} T_e)(s,t)dt.
\]
and the second variation formula:

\[
(A.2) \quad \frac{d^2}{ds^2} E_G(f_s) = -2 \sum_{e \in E} m_E(e) G(\nabla_{V_e} V_e, T_e)(s, 0) \\
+ \sum_{e \in E} m_E(e) \int_0^1 \left\{ -G(\nabla_{T_e} V_e, \nabla_{T_e} T_e) + \|\nabla_{T_e} V_e\|^2_G - G(R(V_e, T_e) T_e, V_e) \right\}(s, t)dt.
\]

Proof. — First, we see that

\[
(A.3) \quad \frac{d}{ds} E_G(f_s) = \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 \frac{\partial}{\partial s} G(T_e, T_e) dt = \sum_{e \in E} m_E(e) \int_0^1 G(\nabla_{T_e} V_e, T_e) dt
\]

\[
= \sum_{e \in E} m_E(e) \int_0^1 \frac{\partial}{\partial t} G(V_e, T_e) - G(V_e, \nabla_{T_e} T_e) dt
\]

\[
= \sum_{e \in E} m_E(e) \left[ G(V_e, T_e) \right]_{t=0}^{t=1} - \sum_{e \in E} m_E(e) \int_0^1 G(V_e, \nabla_{T_e} T_e) dt.
\]

Since

\[
(A.4) \quad V_e(s, 1) = V_e(s, 0) \quad \text{and} \quad T_e(s, 1) = -T_e(s, 0)
\]

and \(m_E(e) = m_E(\bar{e})\), we have that

\[
\sum_{e \in E} m_E(e) G(V_e, T_e)(s, 1) = \sum_{e \in E} m_E(\bar{e}) G(V_e, -T_e)(s, 0)
\]

\[
= - \sum_{e \in E} m_E(e) G(V_e, T_e)(s, 0),
\]

and thus,

\[
(A.5) \quad \sum_{e \in E} m_E(e) \left[ G(V_e, T_e) \right]_{t=0}^{t=1} = -2 \sum_{e \in E} m_E(e) G(V_e, T_e)(s, 0).
\]

Combining (A.5) with (A.3), we obtain the first variation formula (A.1).

Next, we have that

\[
(A.6) \quad \frac{d^2}{ds^2} E_G(f_s)
\]

\[
= \frac{1}{2} \sum_{e \in E} m_E(e) \int_0^1 \frac{\partial^2}{\partial s^2} G(T_e, T_e) dt
\]

\[
= \sum_{e \in E} m_E(e) \int_0^1 G(\nabla_{V_e} \nabla_{V_e} T_e, T_e) + \|\nabla_{V_e} T_e\|^2 dt
\]

\[
= \sum_{e \in E} m_E(e) \int_0^1 G(\nabla_{V_e} \nabla_{T_e} V_e, T_e) + \|\nabla_{T_e} V_e\|^2 dt \quad \text{(use } [V_e, T_e] = 0)\]

\[
= \sum_{e \in E} m_E(e) \int_0^1 G(\nabla_{T_e} \nabla_{V_e} V_e, T_e) + G(R(V_e, T_e) V_e, T_e) + \|\nabla_{T_e} V_e\|^2 dt.
\]
The first term becomes
\begin{equation}
(A.7) \quad \sum_{e \in E} m_E(e) \int_0^1 G(\nabla_{T_e} \nabla_{V_e} V_e, T_e) \ dt
= \sum_{e \in E} m_E(e) \int_0^1 \frac{\partial}{\partial t} G(\nabla_{V_e} V_e, T_e) - G(\nabla_{V_e} V_e, \nabla_{T_e} T_e) \ dt
= -2 \sum_{e \in E} m_E(e) G(\nabla_{V_e} V_e, T_e) (s, 0) - \sum_{e \in E} m_E(e) \int_0^1 G(\nabla_{V_e} V_e, \nabla_{T_e} T_e) \ dt,
\end{equation}
where we used (A.5) and \( \nabla_{V_e} V_e(s, 1) = \nabla_{V_e} V_e(s, 0) \). Substituting (A.7) to (A.6) and using the fact \( G(R(V_e, T_e)V_e, T_e) = -G(R(V_e, T_e)T_e, V_e) \), we obtain the second variation formula (A.2).

By the first variation formula (A.1), a map \( f \) is a critical point of the energy functional \( E_G \) if and only if
\begin{equation}
(A.8) \quad \nabla_{T_e} T_e = 0 \quad \text{and} \quad \sum_{e \in E} m_E(e) T_e(x) = 0
\end{equation}
for any edge \( e \in E \) and \( x \in V \). We call the map satisfying (A.8) a harmonic map. Moreover, according to the second variation formula (A.2), we see the Hessian of \( E_G \) for a harmonic map \( h : X \rightarrow (M, G) \) is given by
\[
\text{Hess}_{E_G}(V, W)_h = \sum_{e \in E} m_E(e) \int_0^1 \left\{ G(\nabla_{T_e} V_e, \nabla_{T_e} W_e) - G(R(V_e, T_e)T_e, W_e) \right\} \ dt,
\]
for any two variation vector fields \( V, W \) of \( h \). From the expression, we see that \( \text{Hess}_{E_G} \) is non-negative definite if \((M, G)\) has non-positive sectional curvature. If furthermore, \((M, G)\) is a compact Riemannian manifold of negative sectional curvature and the image of the harmonic map \( h : X \rightarrow M \) is not homotopic to a point nor a closed circle, then \( \text{Hess}_{E_G} \) is non-degenerate at \( h \) (see the proof of Theorem 2.1(iii)).

**Appendix B. Smooth dependence of harmonic maps**

Let \((M, G)\) be a compact smooth Riemannian manifold. For any integer \( k \geq 1 \), we denote the set of all \( C^k \)-Riemannian metrics on \( M \) by \( \text{Met}^k(M) \). Note that the space \( \text{Met}^k(M) \) is an open subset of the Banach space consisting of \( C^k \)-symmetric \((0, 2)\)-tensors on \( M \).

**Proposition B.1.** — Fix any integer \( k \geq 1 \). Let \( X \) be a finite weighted graph, \((M, G)\) be a closed Riemannian manifold of nonpositive sectional curvature and \( h : X \rightarrow M \) be a harmonic map. If the Hessian \( \text{Hess}_{E_G} \) of the energy functional \( E_G \) is non-degenerate at \( h \), then there exists an open neighborhood \( \mathcal{U} \) of \( G \) in \( \text{Met}^{k+1}(G) \) and \( C^k \)-map \( \tilde{h} : \mathcal{U} \rightarrow C^{k+2}(X, M) \) such that \( \tilde{h}(G') : X \rightarrow M \) is a harmonic map for each \( G' \in \mathcal{U} \) and \( \tilde{h}(G) = h \).

There is a corresponding result where the domain and the target are Riemannian manifolds by Eells–Lemaire [EL81, Theorem 3.1] and Koiso [Koi79, Theorem 4.7]. We shall prove by a simple application of the implicit function theorem between
Banach spaces as in [EL81]. Since we have not found the argument adapted to our setting, we describe the setup in a self-contained manner in the following.

For any piecewise $C^k$-map $f : X \to M$, let us denote the vector space consisting of $C^k$-vector fields along $f$ by $C^k(X, f^{-1}TM)$. We understand that every $v$ in $C^k(X, f^{-1}TM)$ is in $C^k$ on each interior $(0, 1)$ of edges and continuous on $X$. We define a norm on $C^k(X, f^{-1}TM)$ by

$$
\|v\|_k := \sum_{0 \leq i \leq k} \sup_{e \in E_0} \sup_{t \in [0, 1]} \|\nabla^i \partial_t f_e(x)\|_G,
$$

where $E_0$ is the set of unoriented edges, for each edge $e \in E_0$, $v_e$ is the restriction of $v$ and $\nabla_t \partial_t f_e$ denotes the $i$th covariant derivative along $f_e$ relative to the metric $G$. Then, $(C^k(X, f^{-1}TM), \| \cdot \|_k)$ becomes a Banach space.

Let $C^k(X, M) := \{ f : X \to M : f$ is a piecewise $C^k$-map $\}$. Then, $C^k(X, M)$ is a Banach manifold modeled on the Banach space $(C^k(X, f^{-1}TM), \| \cdot \|_k)$. Namely, for any $f \in C^k(X, M)$ and an open neighborhood $B \subset C^k(X, f^{-1}TM)$ of $0$, we define the exponential map $\exp_f : B \to C^k(X, M)$ by $(\exp_f v)(x) := \exp_{f(x)} v_e$, where $\exp_{f(x)} : T_{f(x)} M \to M$ denotes the exponential map of the Riemannian manifold $(M, G)$. Then, for an open neighborhood $B$, the map $\exp_f^{-1} : \exp_f(B) \to B$ gives a local chart around the point $f$.

We consider the subset of $C^k(X, M)$ consisting of piecewise $C^k$-maps satisfying the balanced condition:

$$
C^k_{\text{bal}}(X, M) := \Big\{ f \in C^k(X, M) : \sum_{e \in E_x} m_E(e) \partial_t f_e(x) = 0 \quad \text{for any } x \in V \Big\},
$$

where $\partial_t f_e = (d/dt) f_e$. Note that the set $C^k_{\text{bal}}(X, M)$ is not empty since there always exists a harmonic map, which satisfies the balanced condition. For any $f \in C^k_{\text{bal}}(X, M)$, let us define the Banach space

$$
\mathcal{V}^k_{f, G} := \Big\{ v \in C^k(X, f^{-1}TM) : \nabla^G_{v_e} \left( \sum_{e \in E_x} m_E(e) \partial_t f_e(x) \right) = 0 \quad \text{for any } x \in V \Big\},
$$

as a closed subspace of $C^k(X, f^{-1}TM)$. Note that the condition in the definition $\mathcal{V}^k_{f, G}$ is equivalent to

$$
\sum_{e \in E_x} m_E(e) \nabla^G_{\partial_t f_e} v_e(x) = 0 \quad \text{for any } x \in V
$$

since $[v_e, \partial_t f_e] = 0$ for any $e \in E$.

**Lemma B.2.** — For any integer $k \geq 1$, $C^k_{\text{bal}}(X, M)$ is a submanifold of $C^k(X, M)$ and for any $C^k$-metric $G$ on $M$ and any $f \in C^k_{\text{bal}}(X, M)$, the tangent space of $C^k_{\text{bal}}(X, M)$ at $f$ is isomorphic to the Banach space $\mathcal{V}^k_{f, G}$.

**Proof.** — Fix an arbitrary $f \in C^k_{\text{bal}}(X, M)$. Since $\mathcal{V}^k_{f, G}$ is a closed subspace of $C^k(X, f^{-1}TM)$, it becomes a Banach space with the induced norm $\| \cdot \|_k$. For a sufficiently small $v \in C^k(X, f^{-1}TM)$ with respect to $\| \cdot \|_k$, we set $f^v := \exp_f v \in$
We shall show the map is surjective, i.e., for any $v \in \mathcal{V}^k_f,G$. We take a geodesic normal coordinate $(U, \{x^1, \ldots, x^m\})$ of $(M, G)$ around a point $f(x)$ for $x \in V$, and define

$$\exp : U \times \mathbb{R}^m \to M \text{ by } \exp\left(p, v^1, \ldots, v^m\right) = \exp_p\left(\sum_{i=1}^{m} v^i \frac{\partial}{\partial x^i}\right).$$

By definition of exp and $f^v$, we have

$$\frac{d}{dt} f^v_e(x) = \frac{d}{dt} \exp(f_e(t), v_e(t)) \bigg|_{t=0} = (d\exp)_{f(x),v_e}(\partial_t f_e(x), \nabla^G_{\partial_t f_e} v_e(x)).$$

for each $e \in E_x$, and thus we obtain

$$\sum_{e \in E_x} m_E(e) \frac{d}{dt} f^v_e(x) = (d\exp)_{f(x),v_e}(0, \sum_{e \in E_x} m_E(e) \nabla^G_{\partial_t f_e} v_e(x))$$

since $f \in C^k_{bal}(X, M)$. Therefore, if $v \in \mathcal{V}^k_f,G$, then $f^v \in C^k_{bal}(X, M)$ as required.

Thus, we obtain a well-defined map

$$\exp_f : U \cap \mathcal{V}^k_{f,G} \to \exp_f(U) \cap C^k_{bal}(X, M)$$

for an open neighborhood $U$ in $C^k(X, f^{-1}TM)$ around 0, and this map is injective if $U$ is small enough since it is a restriction of the exponential map $\exp_f$ to $\mathcal{V}^k_{f,G}$. We shall show the map is surjective, i.e., for any $f^v \in \exp_f(U) \cap C^k_{bal}(X, M)$, the corresponding vector field $v := \exp^{-1}_f(f^v) \in C^k(X, f^{-1}TM)$ is actually contained in $\mathcal{V}^k_{f,G}$. By (B.1), it is sufficient to show that $(d\exp)(x, v_e)(0, w) = 0$ implies $w = 0$.

Indeed, we have

$$(d\exp)(x, v_e)(0, w) = d \left(\exp_f(x)\right)_{v_e}(w),$$

and hence, if $U$ is small enough so that for any $v \in U$ satisfies that $\|v\|_k < \varepsilon$ for sufficiently small $\varepsilon > 0$ (for instance, we may take $\varepsilon$ as $\text{inj}(M) > 0$), then $d(\exp_f)_{v_e}$ is injective, and $w = 0$; as required. This implies the lemma.

We define the map

$$\tau : C^{k+2}_{bal}(X, M) \times \text{Met}^{k+1}(M) \to \prod_{e \in E_0} \left(C^k([0, 1], f^{-1}_e TM)\right),$$

$$\tau(f, G) := \left(\nabla^G_{\partial_t f_e} \partial_t f_e\right)_{e \in E_0},$$

where $E_0$ is the set of unoriented edges of $X$; for each $e \in E_0$, we identify $e$ with $[0, 1]$ and denote by $C^k([0, 1], f^{-1}_e TM)$ the space of $C^k$-vector fields along $f_e : [0, 1] \to M$.

Let us fix a piecewise smooth harmonic map $h : X \to (M, G)$. Taking a small enough open neighborhood $U_{bal} \subset \mathcal{V}^{k+2}_{h,G}$ of 0, and we identify $\exp_h(U_{bal}) \subset C^{k+2}_{bal}(X, M)$ and $U_{bal}$. For any $f \in U_{bal}$, we identify

$$\prod_{e \in E_0} \left(C^k([0, 1], f^{-1}_e TM)\right) \text{ and } \prod_{e \in E_0} \left(C^k([0, 1], h^{-1}_e TM)\right)$$

via parallel transport relative to $\nabla^G$ along the curve $\gamma_f(t, x) := \exp_{h(t)}(tv(x))$ where $f = \exp_{h} \in U_{bal}$.

We take any smooth curve $s \mapsto (f_s, G_s)$ in $U_{bal} \times \text{Met}^{k+2}(M)$ through $(h, G)$ at $s = 0$ for $s \in (-\varepsilon, \varepsilon)$ and for $\varepsilon > 0$. Let us write $\tau(f_s, G_s) = (\tau_t)_{t \in E_0} \in E_0$ for $s \in (-\varepsilon, \varepsilon)$. Then, by the equations (3.21) and (3.22) given in the proof of Lemma 3.12 (Note
that the equations (3.21) and (3.22) hold for any Riemannian manifold as a target manifold), we see on each $e \in E_0$, 
\begin{align}
(B.2) \quad \frac{d\tau_{s,e}}{ds} \bigg|_{s=0} &= \nabla_{T_e} \nabla_{T_e} V_e + R(V_e, T_e) T_e + \frac{d}{ds} \bigg|_{s=0} \nabla_{T_e}^G T_e,
\end{align}
where $T_e := \partial h_e$ and $V_e := (\partial_s f_{s,e})|_{s=0}$. Note that the final term in the right side depends only on $G_s$ and the initial condition $h$.

**Proof of Proposition B.1.** — For a harmonic map $h : X \to (M, G)$, we take an open neighborhood $U_{\text{bal}}$ of $h$ in $\mathcal{V}^{k,2}_{h, G}$ and an open neighborhood $\mathcal{U} \subset \text{Met}^{k+1}(M)$ of $G$. We regard $\tau$ as a $C^k$-map between Banach spaces:

$$
\tau : U_{\text{bal}} \times \mathcal{U} \to \prod_{e \in E_0} \left( C^k \left( [0,1], h^{-1}_e TM \right) \right).
$$

We shall show that the derivative of $\tau$ in the $U_{\text{bal}}$-component at $o = (h, G)$

$$
d\tau|_{U_{\text{bal}}, o} : \mathcal{V}^{k,2}_{h, G} \to \prod_{e \in E_0} \left( C^k \left( [0,1], h^{-1}_e TM \right) \right)
$$

is an isomorphism.

By (B.2), we have that $d\tau|_{U_{\text{bal}}, o}(V) = \nabla_{T_e} \nabla_{T_e} V_e + R(V_e, T_e) T_e$ for each $e \in E_0$ for any $V \in \mathcal{V}^{k,2}_{h, G}$ since the last term in (B.2) is independent of the deformation $f_s$ of $h$ relative to $V$. Thus, $d\tau|_{U_{\text{bal}}, o}$ is a bounded linear map. First we show that $d\tau|_{U_{\text{bal}}, o}$ is injective. Indeed, if $d\tau|_{U_{\text{bal}}, o}(V) = 0$, then taking the deformation $f_s$ relative to $V$ in $C^{k,2}_{\text{bal}}(X, M)$ for any $s \in (-\varepsilon, \varepsilon)$ for $\varepsilon > 0$, we see that

$$
0 = \sum_{e \in E} m_E(e) \int_0^1 G \left( -\nabla_{T_e} \nabla_{T_e} V_e - R(V_e, T_e) T_e, V_e \right) dt
$$

$$
+ \sum_{e \in E} m_E(e) G_0 \left( \nabla_{T_e} V_e, V_e \right) \bigg|_{t=1} - \bigg|_{t=0}
$$

$$
= \text{Hess}_E G(V, V)_h,
$$

where we used Lemma 3.11 in the first equality which follows from the assumption $f_s \in C^{k,2}_{\text{bal}}(X, M)$. The assumption in the statement implies that $\text{Hess}_E G$ is non-degenerate at $h$, we obtain $V = 0$, and thus $d\tau|_{U_{\text{bal}}, o}$ is injective.

Next we show that $d\tau|_{U_{\text{bal}}, o}$ is surjective. For any given $W = (W_e)_{e \in E_0}$ where $W_e \in C^k([0,1], h^{-1}_e TM)$ for each $e \in E_0$, we consider the second order ordinary differential equations

$$
\nabla_{T_e} \nabla_{T_e} V_e + R(V_e, T_e) T_e = W_e
$$

on each $e \in E_0$ with the condition that $V$ is in $\mathcal{V}^{k,2}_{h, G}$, i.e., $V$ solves (B.3) on each interior $(0,1)$ of edges $e$, and is continuous on $X$ satisfying the balanced condition. Let us consider the Hilbert space $H^{1,2}_{h, G}$ as the completion of $\mathcal{V}^{k,2}_{h, G}$ endowed with the inner product

$$
\langle V^1, V^2 \rangle_{H^{1,2}_{h, G}} := \sum_{e \in E} m_E(e) \int_0^1 \left\{ G \left( \nabla_{T_e} V^1_e, \nabla_{T_e} V^2_e \right) - G \left( R(V^1_e, T_e) T_e, V^2_e \right) \right\} dt,
$$

where this indeed defines the positive definite inner product since $(M, G)$ has non-positive sectional curvature and $\text{Hess}_E G$ is non-degenerate at $h$. Note that every $V$
in $H^{1,2}_{h,G}$ is continuous on $X$. For any $W \in \prod_{e \in E_0}(C^k([0,1],h^{-1}TM))$, we define a linear functional $L_W$ on $H^{1,2}_{h,G}$ by

$$L_W(\varphi) := \sum_{e \in E} m_E(e) \int_0^1 G(W_e, \varphi_e) \, dt,$$

for $\varphi \in H^{1,2}_{h,G}$. Then, $L_W$ is a bounded linear functional on $H^{1,2}_{h,G}$; in fact, the natural embedding map $H^{1,2}_{h,G} \rightarrow C_0(X,h^{-1}TM)$ is compact. Therefore the Riesz representation theorem implies that there exists a unique $V$ in $H^{1,2}_{h,G}$ such that $\langle V, \varphi \rangle_{H^{1,2}_{h,G}} = -L_W(\varphi)$ for any $\varphi$ in $H^{1,2}_{h,G}$. This implies that $V$ solves (B.3) on each interior $(0,1)$ of edges $e$ and $V_e$ is in $C^{k+2}$ on $(0,1)$ by taking smooth functions $\varphi_e$ whose supports are included in $(0,1)$ for each $e \in E_0$. Then, integration by parts gives

$$\sum_{e \in E} m_E(e) \int_0^1 \left\{ G(-\nabla_{T_e} V_e - R(V_e, T_e) T_e, \varphi_e) \right\} dt - 2 \sum_{x \in V} \sum_{e \in E_x} G(\nabla_{T_e} V_e, \varphi_e) = 0$$

and $\sum_{x \in V} \sum_{e \in E_x} G(\nabla_{T_e} V_e, \varphi_e) = 0$ holds for any $\varphi$ in $H^{1,2}_{h,G}$. Therefore $V$ satisfies the balanced condition and is in $V^{k+2}_{h,G}$. Hence $d_{\tau}|_{U_{bal},o}$ is surjective.

Now, the implicit function theorem for Banach spaces implies that there exist an open neighborhood $U' \subset U$ of $G$ and a unique $C^k$-map $\tilde{h} : U' \rightarrow U_{bal}$ satisfying that $\tau(\tilde{h}(G'), G') = 0$ on $U'$. Then, $\tilde{h}(G) : X \rightarrow M$ is a harmonic map relative to the metric $G'$ for any $G' \in U'$ and $\tilde{h}(G) = h$, and we complete the proof. \hfill \Box
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