ON A VLASOV–POISSON SYSTEM
IN A BOUNDED SET WITH
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CONDITIONS

Abstract. — The Vlasov–Poisson system models a collisionless plasma. In a bounded
domain it is known that singularities can occur. Existence of global in time continuous solutions
to the Vlasov–Poisson system is proven in a one-dimensional bounded domain, with direct
reflection boundary conditions and initial data even with respect to the $v$-variable. Local in
time uniqueness is proven. Generalized characteristics are used. Electroneutrality is obtained
in the limit.
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uni-dimensionnel, avec des conditions aux bord de réflexion directe et des données initiales paires par rapport à la vitesse. L’unicité locale en temps est prouvée. Des caractéristiques généralisées sont utilisées. L’électro-neutralité est obtenue à la limite.

1. Introduction

We consider the Vlasov–Poisson system

\begin{align}
(1.1) & \quad \partial_t f + v \partial_x f + E \partial_v f = 0, \quad t > 0, \quad (x, v) \in ]0, 1[ \times \mathbb{R}, \\
(1.2) & \quad \partial_t g + v \partial_x g - E \partial_v g = 0, \quad t > 0, \quad (x, v) \in ]0, 1[ \times \mathbb{R}, \\
(1.3) & \quad \epsilon \partial_x E = \int_{\mathbb{R}} f \, dv - \int_{\mathbb{R}} g \, dv, \quad t > 0, \quad x \in ]0, 1[, \\
(1.4) & \quad f(0, x, v) = f^0(x, v), \quad (x, v) \in ]0, 1[ \times \mathbb{R}, \\
(1.5) & \quad g(0, x, v) = g^0(x, v), \quad (x, v) \in ]0, 1[ \times \mathbb{R}.
\end{align}

It is used to describe the dynamics of particles in a collisionless, electrostatic and non-relativistic plasma composed of ions and electrons. \( f \) and \( g \) respectively denote the ionic and electronic distribution functions. The electric field \( E \) is created by the ions and electrons themselves and derives from a potential \( \phi \) satisfying the Poisson law \( \epsilon \partial^2_{xx} \phi = f - g \, dv \), i.e. (1.3). The parameter \( \epsilon > 0 \) is equal to the square of the ratio between the Debye and the characteristic observation lengths. The Debye length is a physical length below which charge separation occurs. In many physical situations, \( \epsilon \) is small. The distribution functions \( f \) and \( g \) satisfy direct reflection boundary conditions at the boundary \( x \in \{0, 1\} \), and \( E \) is given and constant at \( x = 0 \),

\begin{align}
(1.6) & \quad f(t, x, v) = f(t, x, -v), \quad t > 0, \quad x \in \{0, 1\}, \quad v \in \mathbb{R}, \\
(1.7) & \quad g(t, x, v) = g(t, x, -v), \quad t > 0, \quad x \in \{0, 1\}, \quad v \in \mathbb{R}, \\
(1.8) & \quad E(t, 0) = E_0, \quad t > 0.
\end{align}

If the spatial domain in (1.1)–(1.8) were \( \mathbb{R} \) instead of \( ]0, 1[ \), classical characteristics for (1.1) would be defined by \( X' = V' = E(t, X) \). In the frame of this paper, bounces may occur at the boundary \( \{0, 1\} \) of the spatial domain. When a characteristic intersects \( x = 0 \) (resp. \( x = 1 \)) with a zero velocity at a time \( s > 0 \), it can be seen that it stays in the domain without any discontinuity. And so, it is still considered as a classical characteristics. Bounces at the boundary of the domain occur when a characteristic intersects the boundary with a non zero velocity. Generalized characteristics involving possible bounces [Guo95, HS08] and continuous solutions to (1.1) and (1.6) are defined as follows.

**Definition 1.1.** — Let \( E \in C([0, +\infty[; \, C^1([0, 1])) \). The generalized backward characteristics \((X, V)\) from \((t, x, v)\) \in \([0, +\infty[ \times ]0, 1[ \times \mathbb{R}\) related to (1.1) and (1.6) is defined as the union of the classical characteristics which connect \((t, x, v)\) to \((t_1, x_1, v_1), (t_1, x_1, -v_1)\) to \((t_2, x_2, v_2), \ldots, (t_n, x_n, -v_n)\) to \((t_{n+1}, x_{n+1}, v_{n+1}), \ldots\), where \( x_n \in \{0, 1\}, \, |v_n| > 0 \) and \( t_n > t_{n+1} \geq 0 \).
This gives a set $P \subset \mathbb{N}^*$ counting the number of bounces, and a sequence of bouncing times $(t_n)_{n \in P}$ such that,

$$X(t_n; t, x, v) = 0 \quad \text{and} \quad V\left(t_n^+; t, x, v\right) = -V\left(t_n^-; t, x, v\right) > 0,$$

or

$$X(t_n; t, x, v) = 1 \quad \text{and} \quad V\left(t_n^+; t, x, v\right) = -V\left(t_n^-; t, x, v\right) < 0, \quad n \in P.$$ 

**Definition 1.2.** — Let $I$ be an interval of non negative times starting at zero. Let $E \in C(I; C^1([0, 1]))$. A continuous solution $f$ to (1.1), (1.4) and (1.6) on $I$ is a function $f \in C(I \times [0, 1] \times \mathbb{R})$ such that

$$f(t, x, v) = f^0(X(0; t, x, v), V(0; t, x, v)), \quad t \in I, \quad (x, v) \in [0, 1] \times \mathbb{R},$$

where $(X(\cdot; t, x, v), V(\cdot; t, x, v))$ is the generalized characteristics from $(t, x, v)$ as in Definition 1.1.

The main results of this paper are the following.

**Theorem 1.3.** — Let $\epsilon > 0$. Let $f^0, g^0 \in C([0, 1] \times \mathbb{R})$ be non negative even functions with respect to the $v$ variable, with finite kinetic energy, and such that for any $R > 0$,

$$\sup_{(x, w) \in [0, 1] \times \mathbb{R}; |w-v| < R} f^0(x, w) \in L^1(\mathbb{R}_v)，$$

(1.10)

$$\sup_{(x, w) \in [0, 1] \times \mathbb{R}; |w-v| < R} g^0(x, w) \in L^1(\mathbb{R}_v).$$

Let $E_0 \in \mathbb{R} \setminus \{0\}$ such that

$$E_0 \neq \epsilon^{-1} \int (g^0 - f^0) (x, v) dx dv.$$ 

(1.11)

There exists a solution

$$(f, g, E) \in C\left([0, +\infty[ \times [0, 1] \times \mathbb{R}\right) \times C\left([0, +\infty[; C^1([0, 1])\right)$$

of (1.1)–(1.8) in the sense of Definition 1.2. Moreover, $f$ and $g$ are non negative.

**Theorem 1.4.** — Let $f^0, g^0$ be non negative Lipschitz functions satisfying (1.10), even with respect to the $v$ variable, and such that for some $c_0 > 0$ and $V_0 > 0$,

$$f^0(x, v) = g^0(x, v) = 0, \quad x \in [0, 1], \quad |v| \leq c_0 \quad \text{or} \quad |v| \geq V_0.$$ 

Let $E_0 \in \mathbb{R} \setminus \{0\}$ satisfying (1.11). There is a time $T_0 > 0$ such that the continuous solution to (1.1)–(1.8) is unique on $[0, T_0]$.

The Vlasov–Poisson system has been studied for long. In order to present the results of this paper with respect to the previous works on the Vlasov–Poisson system, let us give a list of previous works on the subject.

- On classical solutions in $(x, v) \in \mathbb{R}^3 \times \mathbb{R}^3$

  - C. Bardos and P. Degond [BD85] proved global in time existence and uniqueness of classical $C^1$ solutions to the Cauchy problem related to the Vlasov–Poisson system for small initial data.
- K. Pfaffelmoser [Pfa92] proved existence of classical solutions for general initial data in $C^1(\mathbb{R}^6)$ with compact support. Refinements were done in [Sch91] and [Rei97].

The proofs for these results are based on an analysis of the characteristics associated to the system.

- On weak solutions in $\mathbb{R}^3 \times \mathbb{R}^3$
  - A. Arsenev [Ars75] proved the global existence of $L^1 \cap L^\infty$ weak solutions to the Vlasov–Poisson system.
  - Together with the study of propagation of moments $\int |v|^m f(t, x, v) \, dx \, dv$ with $m > 3$, P.-L. Lions and B. Perthame [LP91] proved existence and uniqueness of an $L^1 \cap L^\infty$ weak solution.
  - C. Pallard [Pal12] proved an analogous result for $m > 2$.
  - Using optimal transport, G. Loeper [Loe06] proved the uniqueness of weak solutions with bounded mass density.
  - E. Miot [Mio16] proved uniqueness of weak solutions with the $L^p$ norms of the mass density growing at most linearly with respect to $p$.
  - T. Holding and E. Miot [HM18] proved uniqueness of weak solutions with mass density in an Orlicz space, as a consequence of a quantitative stability result for the Wasserstein distance of two weak solutions.

- On weak solutions in $[0, +\infty[ \times \mathbb{R}$
  - It is known from a counterexample by Y. Guo [Guo95] that there is in general no $C^1$ solution to the Vlasov–Maxwell system with direct reflection boundary conditions on a half-line. This counterexample can be adapted to the Vlasov–Poisson system with direct reflection boundary conditions in a bounded domain.
  - For specific frames like species with the same sign of charge or neutral plasmas, Y. Guo [Guo94] proved the existence of global in time classical solutions.
  - H. J. Hwang and J. Schaeffer [HS08] proved uniqueness of weak solutions to the one-species Vlasov–Poisson system with direct reflection for the distribution function and given constant electric field pointing inward of the domain at the boundary. They used an approach with characteristics.

- On weak solutions in $\Omega \times \mathbb{R}^3$, where $\Omega$ is a bounded subset of $\mathbb{R}^3$
  - Existence of weak solutions to the Vlasov–Poisson system in a bounded domain and given indata was proven by R. Alexandre [Ale93] and N. Ben Abdallah [BA94].
  - Existence and stability of weak solutions to the initial boundary value problem was proven by J. Weckler [Wec95].
  - Existence of weak solutions to the corresponding stationary problem was proven by F. Poupaud [Pou90].
- For the Vlasov equation with a given force field, S. Mischler [Mis99] considered other types of boundary conditions such as specular reflection, and proved existence and uniqueness of weak solutions.

Theorem 1.3 of this paper proves global in time existence of continuous solutions to the two-species Vlasov–Poisson system in a slab, with specular reflection boundary conditions. It takes into account previous results [Guo95] about weak solutions in $[0, +\infty] \times \mathbb{R}$, stating that $C^1$ solutions can not be expected. It is new compared to the previous results on weak solutions in $[0, +\infty] \times \Omega \times \mathbb{R}^3$ where $\Omega$ is a bounded subset of $\mathbb{R}^3$, because of the regularity of its solutions. Indeed the solutions of the Vlasov-Poisson system in Theorem 1.3 are continuous, i.e. with a regularity between the $C^1$ regularity of strong solutions (in whole space) and the $L^p$ regularity of weak solutions.

Theorem 1.4 of this paper proves local in time uniqueness of the solution found in Theorem 1.3. For a fixed electric field, it would concern the previously quoted result [HS08] by H. J. Hwang and J. Schaeffer. However, the assumption in [HS08] of an electric field pointing inward the domain at the boundary only allows one bounce at the boundary. In the frame of this paper with two-species of opposite electric charges - which is the case with ions and electrons in most plasmas - if the electric field points inward the domain for a species, it points outward the domain for the other species. It is the reason why the proofs in this paper could not be built on similar arguments as in [HS08].

The main tool in the proofs of Theorems 1.3-1.4 is the use of generalized characteristics introduced in [Guo95]. Although they enlighten the solutions by following the trajectories of the particles, the main difficulties in their use are to discard the phenomenon of infinitely many bounces accumulating at some boundary point, which is performed in Propositions 2.2-2.4, and to get continuity of the distribution functions $f$ and $g$ from (1.9). Indeed, the presence of boundaries may induce discontinuities at initial time. This problem is overcome by assuming the initial distribution functions $f$ and $g$ from (1.9) to be even with respect to the $v$-variable.

Here are two remarks on the assumptions on $E_0$ in Theorems 1.3-1.4.

Remark 1.5. — Due to the mass conservation
\[
\int_0^1 \int_{\mathbb{R}} f(t, x, v) dv dx = \int_0^1 \int_{\mathbb{R}} f^0(x, v) dv dx,
\]
\[
\int_0^1 \int_{\mathbb{R}} g(t, x, v) dv dx = \int_0^1 \int_{\mathbb{R}} g^0(x, v) dv dx, t > 0,
\]
an integration of (1.3) with respect to the space variable implies that
\[
E(t, 1) = E_0 + \frac{1}{\epsilon} \int_0^1 \int_{\mathbb{R}} (f^0 - g^0)(x, v) dv dx, t > 0,
\]
hence that $E(\cdot, 1)$ is a constant function. Assumption (1.11) is satisfied if $E_0 \neq 0$ and electroneutrality holds at $t = 0$. It is done for $E(\cdot, 1)$ to be different from zero.

Remark 1.6. — As will be seen in Theorem 5.1, $t \mapsto E(t, 0)$ is assumed to be a constant function in order to ensure the conservation of total energy. However, Theorems 1.3-1.4 would also hold for non constant and non vanishing continuous $t \mapsto E(t, 0)$, such that $t \mapsto E(t, 0) + \frac{1}{\epsilon} \int_0^1 \int_{\mathbb{R}} (f^0 - g^0)(x, v) dv dx$ does not vanish.
The paper organizes as follows. In Section 2, generalized characteristics are considered, taking into account possible bounces, proving that infinitely many bounces can not occur, and studying their regularity. Theorem 1.3 (resp. Theorem 1.4) is proven in Section 3 (resp. Section 4). The quasineutrality equation when $\epsilon \to 0$ is proven in Section 5.

2. Generalized characteristics

In this section, $T > 0$ and $E \in C([0,T];C^1([0,1]))$ are given. We consider the Cauchy problem for the Vlasov equation,

\begin{align}
\partial_t f + v \partial_x f + E \partial_v f &= 0, & t \in [0,T], & (x,v) \in ]0,1[ \times \mathbb{R}, \\
\partial_t f(0, x, v) &= f^0(x,v), & (x,v) \in ]0,1[ \times \mathbb{R}, \\
f(t, x, v) &= f(t, x, -v), & t \in [0,T], & (x,v) \in \{0,1\} \times \mathbb{R}.
\end{align}

As recalled above, existence and uniqueness of weak solutions to the problem have been proven by S. Mischler in [Mis99], using a variety of test functions. Our approach differs from his by considering continuous solutions and using generalized characteristics. Excluding the case where infinitely many bounces would accumulate at a boundary point, we prove in Propositions 2.2 and 2.4 that the backwards in time generalized characteristics from any $(t,x,v) \in [0,T] \times [0,1] \times \mathbb{R},$ $s \mapsto (X(s;t,x,v),V(s;t,x,v)),$ has a finite number of bounces at the boundary, hence reaches time zero. Example 2.5 exhibits a case where the map $(t,x,v) \mapsto V(0; t,x,v)$ is discontinuous.

In Proposition 2.6, the continuity of the map $(x,v) \mapsto (X(0; t,x,v), |V(0; t,x,v)|)$ is proven, for any $t > 0.$

Lemma 2.1. — For $t > 0$ and $(x,v) \in [0,1] \times \mathbb{R}$, the second component $V$ of the generalized characteristics from $(t,x,v)$ satisfies

\begin{equation}
|V(s;t,x,v)| \leq |v| + T\|E\|_\infty,
\end{equation}

for $s \in [0,t]$ if $P$ is finite (resp. $s \in [t_1,t] \cup_{n \in P} [t_{n+1},t_n]$ if $P$ is not finite).

Proof of Lemma 2.1. — The case where $P$ is finite is classical. Assume $P = \mathbb{N}^*$. Denote by $t_0 = t$ and prove by induction on $n \in \mathbb{N}$ that

\begin{equation}
|v| - |V(s;t,x,v)| \leq (t-s)\|E\|_\infty, \quad s \in [t_{n+1},t_n].
\end{equation}

For $n = 0$ and $s \in [t_1,t]$, the equation $\partial_s V(s;t,x,v) = E(s,X(s;t,x,v))$ yields

\begin{equation}
|v| - |V(s;t,x,v)| \leq \int_s^t |E(r,X(r;t,x,v))| dr \leq (t-s)\|E\|_\infty.
\end{equation}
Assuming that \( ||v| - |V(s;t,x,v)|| \leq (t-s)||E||_\infty \) for \( s \in [t_n, t_{n-1}] \) and \( n \geq 1 \), it holds
\[
||v| - |V(s;t,x,v)|| \leq ||v| - |V(t_n^-;t,x,v)|| + ||V(t_n^+;t,x,v)| - |V(s;t,x,v)|| \\
\leq (t-t_n) ||E||_\infty + \int_{s}^{t_n} |E(r,X(r;t,x,v))| dr \\
\leq (t-s) ||E||_\infty, \quad s \in [t_{n+1}, t_n].
\]

Given \( (t,x,v) \in [0,T] \times [0,1] \times \mathbb{R} \), either the backwards in time generalized characteristics from \( (t,x,v) \) reaches \( \{0\} \times [0,1] \times \mathbb{R} \) at \( (X(0;t,x,v),V(0;t,x,v)) \) without any bounce. This is the easy case where \( P = \emptyset \). Or bounces occur at \( x = 0 \) or \( x = 1 \).

We first prove that there is a finite number of them. This is strongly linked with the sign of the electric field at the boundaries. The following analysis distinguishes two cases. We first deal with the case of a negative value of \( t \mapsto E(t,1) \). The case of a positive value of \( t \mapsto E(t,0) \) can be treated analogously.

In the case of a negative value of \( E(t,1) \) on \( [0,T] \), let \( \delta \in ]0,1[ \) be such that
\begin{equation}
E(t,x) < 0, \quad (t,x) \in [0,T] \times [1-\delta,1].
\end{equation}

Let
\begin{equation}
\Delta(v) = \frac{1}{||E||_\infty} \left( \sqrt{(|v| + T||E||_\infty)^2 + 2\delta||E||_\infty} - (|v| + T||E||_\infty) \right), \quad v \in \mathbb{R}.
\end{equation}

A bound of the number of possible bounces on the generalized characteristics from \( (t,x,v) \in [0,T] \times [0,1] \times \mathbb{R} \) is given in the following proposition.

**Proposition 2.2.** — Assume \( t \mapsto E(t,1) \), \( t \in [0,T] \), constant and negative. The number of bounces occurring at \( x = 1 \) along the backwards in time generalized characteristics from \( (t,x,v) \in [0,T] \times [0,1] \times \mathbb{R} \) is finite and bounded by \( \frac{T}{\Delta(v)} \).

**Proof of Proposition 2.2.** — Let \( (X,V) \) be a backwards in time generalized characteristics from \( (t,x,v) \) with at least two bounces at \( x = 1 \), occurring at times \( t_1 \) and \( t_2 \), with \( t_2 < t_1 < t \). In order to prove the result, it is sufficient to bound \( t_1 - t_2 \) from below. It holds that \( V(t_1^-;t,x,v) > 0 \). As \( V(\cdot;t,x,v) \) is decreasing when \( X(\cdot;t,x,v) \) is in the interval \([1-\delta,1]\), \( X \) leaves the interval \([1-\delta,1]\) at a time \( s_1 \in ]t_2,t_1[ \), and \( X(s;t,x,v) \geq 1-\delta \) for \( s \in [s_1,t_1] \). The integration between \( s \) and \( t_1 \) along the classical characteristics
\[
(X(\cdot;t,x,v),V(\cdot;t,x,v))_{[t_1^-,t_1^+]}
\]
yields
\[
X(s) - 1 + (t_1 - s) V(t_1^+) \geq - \frac{||E||_\infty}{2} (t_1-s)^2, \quad s \in [s_1,t_1],
\]
so that
\[
\frac{||E||_\infty}{2} (t_1-s_1)^2 + (t_1-s_1) V(t_1^+) - \delta \geq 0.
\]
This implies that
\[
t_1 - t_2 \geq t_1 - s_1 \geq \frac{\sqrt{V(t_1^-)^2 + 2\delta||E||_\infty} - V(t_1^-)}{||E||_\infty}.
\]
And so, by Lemma 2.1,
\[ t_1 - t_2 \geq \frac{1}{\|E\|_{\infty}} \left( \sqrt{(|v| + T\|E\|_{\infty})^2 + 2\delta\|E\|_{\infty}} - (|v| + T\|E\|_{\infty}) \right). \]

The number of bounces at \( x = 1 \) on \([0, T]\) is thus smaller than \( \frac{T}{\delta(E)}. \) \( \square \)

The opposite case where \( E(t, 1) > 0, t \in [0, T], \) is more complicated. It corresponds to an electric field pointing outward of the domain \([0, 1]\) at the boundary. It cannot be directly expected that the time between two bounces is bounded from below. An infinite number of bounces is a priori not impossible. The distance to the boundary of the \( X \) component of the characteristics between two bounces could be arbitrarily small. It is proven in the following proposition that this does not occur. We first prove a preliminary lemma.

**Lemma 2.3. —** For any \((t, x, v) \in [0, T] \times [0, 1] \times \mathbb{R}, \) the series \( \sum_{n \in P} |V(t_n^+; t, x, v)| \) converges.

**Proof of Lemma 2.3. —** Assume \( P = \mathbb{N}^*, \) and first prove that the number of consecutive bounces between \( x = 0 \) and \( x = 1 \) is finite. Integration along the classical characteristics on \([t_{k+1}, t_k], \) with \((k, k + 1) \in P^2, \) yields

\[ X(t_k) - X(t_{k+1}) = (t_k - t_{k+1}) \frac{2}{V(t_{k+1}^+) - V(t_{k}^+)} + \int_{t_{k+1}}^{t_k} (t_k - r) E(r, X(r)) dr. \]

It holds that \( \left|X(t_k) - X(t_{k+1})\right| = 1. \) Hence

\[ 1 \leq (t_k - t_{k+1}) \left|V(t_{k+1}^+)\right| + \frac{\|E\|_{\infty}}{2} (t_k - t_{k+1})^2, \]

so that

\[ t_k - t_{k+1} \geq \frac{1}{\|E\|_{\infty}} \left( \sqrt{\left|V(t_{k+1}^+)\right|^2 + 2\|E\|_{\infty}} - \left|V(t_{k+1}^+)\right| \right). \]

It follows from Lemma 2.1 that

\[ t_k - t_{k+1} \geq \frac{1}{\|E\|_{\infty}} \left( \sqrt{(|v| + T\|E\|_{\infty})^2 + 2\|E\|_{\infty}} - (|v| + T\|E\|_{\infty}) \right). \]

This implies a finite number of consecutive bounces between \( x = 0 \) and \( x = 1 \) on \([0, T]. \) Consequently we can assume \( X(t_k) = 0 \) for \( k \geq n_0 \) for some \( n_0 \in \mathbb{N}^*, \) the other case \( X(t_k) = 1 \) for \( k \geq n_0 \) being analogous. It holds that

\[ 2 \sum_{k=1}^{n} \left|V(t_k^+)\right| = 2 \left( \sum_{k=1}^{n_0 - 1} \left|V(t_k^+)\right| + V(t_n^+) + V(t_{n+1}^+) + \sum_{k=n_0}^{n-1} \left|V(t_{k+1}^+)\right| + \left|V(t_k^+)\right| \right) \]

\[ = 2 \left( \sum_{k=1}^{n_0 - 1} \left|V(t_k^+)\right| + V(t_n^+) + \sum_{k=n_0}^{n-1} \left|V(t_{k+1}^+)\right| \right) \]

\[ = 2 \left( \sum_{k=1}^{n_0 - 1} \left|V(t_k^+)\right| + V(t_n^+) + V(t_{n+1}^+) - \int_{t_n}^{t_{n+1}} E(s, X(s)) ds, \quad n \geq n_0 + 1. \right) \]
By (2.4) applied to \( s = t^+_n \),
\[
\sum_{k=1}^{n} |V(t^+_k)| \leq \sum_{k=1}^{n_0-1} |V(t^+_k)| + \frac{V(t^+_{n_0}) + |v|}{2} + T\|E\|_{\infty}, \quad n \geq n_0.
\]

\[\square\]

**Proposition 2.4.** When \( E(t,1) \) takes a constant value \( E_1 > 0 \) on \([0,T]\), the number of bounces occurring at \( x = 1 \) along the backwards in time generalized characteristics from \((t,x,v) \in [0,T] \times [0,1] \times \mathbb{R}\) is finite.

**Proof of Proposition 2.4.** It is a proof by contradiction. Assume infinitely many bounces at \((t_n,1) \in \mathbb{N}\) along the backwards in time generalized characteristics from \((t,x,v) \in [0,T] \times [0,1] \times \mathbb{R}\). \((t_n)_{n \in \mathbb{N}}\) being a decreasing sequence in \([0,T]\), converges to a time \( t^* \geq 0 \) when \( n \to +\infty \). Denote by
\[
V_n = V(t^-_n) > 0, s_n \in [t_{n+1}, t_n[ \text{ such that } s_n = \min_{s \in [t_{n+1}, t_n]} X(s), y_n = 1 - X(s_n).
\]
It holds that \( \lim_{n \to +\infty} s_n = t^* \), \( \lim_{n \to +\infty} V_n = 0 \) by Lemma 2.3, and \( \lim_{n \to +\infty} y_n = 0 \).
Indeed, if for a subsequence \((y_{n_k})_{k \in \mathbb{N}}\) of \((y_n)\), \( \lim_{k \to +\infty} y_{n_k} = y^* > 0 \), then
\[
\frac{\|E\|_{\infty}}{2} (t_{n_k} - s_{n_k})^2 + (t_{n_k} - s_{n_k}) - \frac{y^*}{2}
\geq \int_{s_{n_k}}^{t_{n_k}} (t_{n_k} - r) E(r, X(r)) dr + V(s_{n_k}) (t_{n_k} - s_{n_k}) - \frac{y^*}{2}
= X(t_{n_k}) - X(s_{n_k}) - \frac{y^*}{2} = y_{n_k} - \frac{y^*}{2} \geq 0,
\]
for \( k \) large enough. Consequently,
\[
t_{n_k} - s_{n_k} \geq \frac{\sqrt{1 + y^* \|E\|_{\infty}} - 1}{\|E\|_{\infty}},
\]
for \( k \) large enough. This would contradict the infinite number of bounces at \( x = 1 \). By the continuity of \( E \), there is \( \delta_1 > 0 \) such that
\[
E(t,x) \geq \frac{E_1}{2}, \quad (t,x) \in [0,T] \times [1 - \delta_1, 1].
\]
It follows from
\[
0 = \int_{t_{n+1}}^{t_n} V(s) ds = (t_n - t_{n+1}) V_n - \int_{t_{n+1}}^{t_n} (r - t_{n+1}) E(r, X(r)) dr,
\]
that
\[
t_n - t_{n+1} \leq \frac{4}{E_1} V_n,
\]
for \( n \) large enough. Moreover,
\[
y_n = 1 - X(s_n) = \int_{s_n}^{t_n} V(s) ds
= (t_n - s_n) V_n - \int_{s_n}^{t_n} (r - s_n) E(r, X(r)) dr \leq (t_n - s_n) V_n,
\]
for $n$ large enough. And so,
\begin{equation}
(2.9) \quad y_n \leq \frac{4}{E_1} V_n^2.
\end{equation}
In a neighborhood of $(t^*, 1)$, $E(s, X(s))$ expresses as
\begin{equation}
(2.10) \quad E(s, X(s)) = E_1 + (X(s) - 1) \partial_x E(t^*, 1) + (X(s) - 1) \epsilon(s),
\end{equation}
with
\begin{equation}
(2.11) \quad \lim_{s \to t^*} \epsilon(s) = 0.
\end{equation}
Indeed, the function $\epsilon$ introduced in (2.10) satisfies
\[
\epsilon(s) = \frac{1}{X(s) - 1} \int_1^{X(s)} \left( \partial_x E(s, y) - \partial_x E(t^*, 1) \right) dy,
\]
which tends to zero when $s$ tends to $t^*$, by the uniform continuity of $\partial_x E$ on $[0, T] \times [0, 1]$. The case $\partial_x E(t^*, 1) < 0$, i.e. $\partial_x E(t^*, 1) = -\alpha^2$ with $\alpha > 0$, is treated here. $\alpha$ is taken as 1 for the sake of simplicity. By definition of the characteristics $(X, V)$ and (2.9)-(2.11), $s \mapsto (X(s; t, x, v), V(s; t, x, v))$ satisfies
\[
X''(s) + X(s) = E_1 + 1 + g(s), \quad s \in [t_{n+1}, t_n],
\]
\[
V(s) = X'(s), \quad s \in [t_{n+1}, t_n],
\]
\[
X(t_n) = 1, \quad X'(t_n^-) = V_n,
\]
where
\[
g(s) = (X(s) - 1) \epsilon(s) = o \left( V_n^2 \right), \quad s \in [t_{n+1}, t_n].
\]
Here, $o(V_n^2)$ means that $\lim_{n \to +\infty} \frac{o(V_n^2)}{V_n^2} = 0$. Hence,
\[
X(s) = E_1 \left( 1 - \cos(s - t_n) \right) + V_n \sin(s - t_n) + 1 + o \left( V_n^3 \right), \quad s \in [t_{n+1}, t_n],
\]
\[
V(s) = E_1 \sin(s - t_n) + V_n \cos(s - t_n) + o \left( V_n^2 \right), \quad s \in [t_{n+1}, t_n],
\]
or
\begin{align}
(2.12) & \quad X(s) = \frac{E_1}{2} (s - t_n)^2 + V_n (s - t_n) + 1 + o \left( V_n^3 \right), \quad s \in [t_{n+1}, t_n], \\
(2.13) & \quad V(s) = E_1 (s - t_n) + V_n + o \left( V_n^2 \right), \quad s \in [t_{n+1}, t_n].
\end{align}
Since $t_{n+1}$ is a solution to $X(t_{n+1}) = 1$, $t_n - t_{n+1}$ satisfies
\[
E_1 \left( t_n - t_{n+1} \right)^2 - 2V_n (t_n - t_{n+1}) + o \left( V_n^3 \right) = 0,
\]
i.e.
\[
E_1 \left( t_n - t_{n+1} \right) = V_n \pm \sqrt{V_n^2 + o \left( V_n^3 \right)}.
\]
By definition of $V_{n+1}$,
\[
V_{n+1} = -V \left( t_{n+1}^+ \right) = E_1 \left( t_n - t_{n+1} \right) - V_n + o \left( V_n^2 \right).
\]
Given the positive sign of $V_n$ and $V_{n+1}$, it results
\[
E_1 \left( t_n - t_{n+1} \right) = V_n + \sqrt{V_n^2 + o \left( V_n^3 \right)} = 2V_n + o \left( V_n^2 \right) \quad \text{and} \quad V_{n+1} = V_n + o \left( V_n^2 \right).
\]
Thus, for some \( n_0 \) large enough,
\[
V_{n+1} \geq V_n (1 - V_n), \quad n \geq n_0.
\]
Denote by \( h : x \mapsto x - x^2 \) and
\[
h^p = h \circ \cdots \circ h, \quad p \in \mathbb{N}^*.
\]
Let \( n_1 \geq n_0 \) be such that \( V_n \leq \frac{1}{2}, \quad n \geq n_1 \). It holds that
\[
(2.14) \quad V_{n_1+p} \geq h^p (V_{n_1}), \quad p \in \mathbb{N}.
\]
Moreover, it can easily be proven by induction that
\[
(2.15) \quad h^p(x) \geq \frac{x}{p+1}, \quad p \geq 1, \quad x \in \left[0, \frac{1}{2}\right].
\]
It results from (2.14)-(2.15) that
\[
\sum_{p=n_1+1}^{n} V_p \geq \sum_{p=n_1}^{n-n_1} h^p (V_{n_1}) \geq V_{n_1} \sum_{p=1}^{n-n_1} \frac{1}{p}, \quad n \geq n_1 + 1,
\]
which contradicts the statement of Lemma 2.3. Hence the number of bounces at \( x = 1 \) is finite. The case \( \partial_x E(t^*, 1) > 0 \) (resp. \( \partial_x E(t^*, 1) = 0 \)) is similar and also leads to (2.12)-(2.13) (see [Gio19]).

Proposition 2.4 can similarly be extended to the case where \( t \mapsto E(t, 1) \) is not a constant function.

We now consider the continuity of the function \( f \) defined by (1.9). Despite the continuity of \( f^0 \), \( f \) may be discontinuous. Actually, issues arise when \( X(0; t, x, v) \) is exactly zero (or one). This is illustrated in the following example.

**Example 2.5.** — Let the field \( E \) be a positive constant. Let \( t \in ]0, T[ \) and \( x > \frac{Et}{2} \).

The map \( v \mapsto V(0; t, x, v) \) is discontinuous at \( v = \frac{x}{t} + \frac{E}{2} \) and continuous elsewhere.

**Proof of Example 2.5.** — The backward in time characteristics from \( (t, x, v) \) before any bounce at \( x = 0 \) is given by
\[
X(s) = x - v(t-s) + \frac{E}{2}(t-s)^2, \quad V(s) = v - E(t-s), \quad s \in [0, t].
\]
For \( v = \frac{x}{t} + \frac{E}{2} \), there is no bounce on \( [0, t] \), \( X(0; t, x, v) = 0 \) and \( V(0; t, x, v) > 0 \). For \( \tilde{v} < v \), the backward in time characteristics from \( (t, x, \tilde{v}) \) has no bounce and
\[
V(0; t, x, \tilde{v}) = \tilde{v} - tE.
\]
For \( \tilde{v} > v \), the backward in time characteristics from \( (t, x, \tilde{v}) \) encounters a bounce at time
\[
t_1 = t - \frac{\tilde{v} - \sqrt{\tilde{v}^2 - 2xE}}{E} > 0, \quad \text{and} \quad V(0; t, x, \tilde{v}) = \tilde{v} - tE - 2\sqrt{\tilde{v}^2 - 2xE}.
\]
Thus,
\[
\lim_{\tilde{v} \to v^-} V(0; t, x, \tilde{v}) = v - tE, \quad \lim_{\tilde{v} \to v^+} V(0; t, x, \tilde{v}) = -(v - tE).
\]
Hence the map \( v \mapsto V(0; t, x, v) \) is discontinuous at \( v = \frac{x}{t} + \frac{E}{2} \).
Proposition 2.6. — The map \((t, x, v) \mapsto (X(0; t, x, v), |V(0; t, x, v)|)\) is continuous on \([0, T] \times [0, 1] \times \mathbb{R}\).

Proof of Proposition 2.6. — Let \((\tilde{t}, \tilde{x}, \tilde{v})\) be given. If the backwards characteristics from \((\tilde{t}, \tilde{x}, \tilde{v})\) reaches \(t = 0\) at \(X(0; \tilde{t}, \tilde{x}, \tilde{v}) \in [0, 1]\), then analogous arguments as for classical characteristics imply that
\[
\lim_{(t, x, v) \to (\tilde{t}, \tilde{x}, \tilde{v})} \left( X(0; t, x, v), V(0; t, x, v) \right) = \left( X(0; \tilde{t}, \tilde{x}, \tilde{v}), V(0; \tilde{t}, \tilde{x}, \tilde{v}) \right).
\]

What remains to be proven is the continuity of \((t, x, v) \mapsto (X(0; t, x, v), |V(0; t, x, v)|)\) at \((\tilde{t}, \tilde{x}, \tilde{v})\) such that its backwards characteristics reaches \(t = 0\) at \(X(0; \tilde{t}, \tilde{x}, \tilde{v}) \in \{0, 1\}\). Assume \(X(0; \tilde{t}, \tilde{x}, \tilde{v}) = 0\). Consider \((t, x, v)\) such that the backwards characteristics \((X, V)(\cdot; t, x, v)\) has an earliest bounce at time \(t_1(t, x, v) > 0\). For \((t, x, v)\) close enough to \((\tilde{t}, \tilde{x}, \tilde{v})\), there is no bounce of the backwards characteristics from \((\tilde{t}, \tilde{x}, \tilde{v})\) on the interval \([0, t_1(t, x, v)]\). Define the extended electric field \(E^e\) on \([0, T] \times \mathbb{R}\) by
\[
E^e(t, x) = E(t, x), \quad t \geq 0, \quad x \in [0, 1],
\]
\[
E^e(t, x) = E(t, 0), \quad t \geq 0, \quad x < 0,
\]
\[
E^e(t, x) = E(t, 1), \quad t \geq 0, \quad x > 1,
\]
and the extended classical characteristics \((X^e, V^e)\) from \((t, x, v) \in [0, T] \times [0, 1] \times \mathbb{R}\) by
\[
\partial_t X^e = V^e, \quad X^e(t; t, x, v) = x, \quad \partial_s V^e = E^e(s, X^e), \quad V^e(t; t, x, v) = v.
\]

First consider the case where \(E_0 < 0\). There is no restriction to consider \(\tilde{v} > 0\), and \((t, x)\) (resp. \((\tilde{t}, \tilde{x})\)) in the strip close to \(x = 0\) where \(E < 0\).

Let \(\epsilon > 0\) be given, and \(v \in \left[\frac{\epsilon}{2}, \frac{3\epsilon}{2}\right]\). For \((t, x, v)\) in an appropriate neighborhood of \((\tilde{t}, \tilde{x}, \tilde{v})\), it holds that
\[
(2.16) \quad \left| X^e(s; t, x, v) - X^e(s; \tilde{t}, \tilde{x}, \tilde{v}) \right| + \left| V^e(s; t, x, v) - V^e(s; \tilde{t}, \tilde{x}, \tilde{v}) \right| \leq \epsilon, \quad s \in \left[0, \tilde{t}\right].
\]

It follows from
\[
V^e(t_1; t, x, v) \geq v, \quad X^e(t_1; t, x, v) = 0,
\]
\[
X^e(s; t, x, v) = V^e(t_1; t, x, v)(s - t_1) + \int_s^{t_1} (r - s)E^e(r, X^e(r; t, x, v)) \, dr,
\]
that
\[
X^e(s; t, x, v) \leq -2\epsilon, \quad s \leq t_1 - \frac{4\epsilon}{v}.
\]
Together with (2.16) and \(X(0, \tilde{t}, \tilde{x}, \tilde{v}) = 0\), this implies that \(t_1 < \frac{4\epsilon}{v}\). Consequently,
\[
\left| V \left( t_1^-; t, x, v \right) - V(0; t, x, v) \right| + \left| V \left( t_1; \tilde{t}, \tilde{x}, \tilde{v} \right) - V \left( 0; \tilde{t}, \tilde{x}, \tilde{v} \right) \right| \leq 2\|E\|_\infty t_1 \leq \epsilon.
\]
The inequality \( |V(0; t, x, v) + V(0; \tilde{t}, \tilde{x}, \tilde{v})| \)
\[
\leq |V(0; t, x, v) - V(t_1^-; t, x, v)| + |V(0; \tilde{t}, \tilde{x}, \tilde{v}) - V(t_1^-; \tilde{t}, \tilde{x}, \tilde{v})| \\
+ |V(t_1; \tilde{t}, \tilde{x}, \tilde{v}) - V(t_1^+; t, x, v)|
\]
\[
\leq c\epsilon.
\]
The inequality \( |X(0; t, x, v) - X(0; \tilde{t}, \tilde{x}, \tilde{v})| \)
can be proven by bounding \( |X(0; t, x, v) - X(0; \tilde{t}, \tilde{x}, \tilde{v})| \) from above by
\[
|X(0; t, x, v) - X(t_1; t, x, v)| + |X(0; \tilde{t}, \tilde{x}, \tilde{v}) - X(t_1^-; \tilde{t}, \tilde{x}, \tilde{v})| \\
+ |X(t_1; \tilde{t}, \tilde{x}, \tilde{v}) - X(t_1^-; t, x, v)|.
\]
Consider the case where \( E_0 > 0 \) and \((t, x, v)\) (resp. \((\tilde{t}, \tilde{x}, \tilde{v})\)) such that the backwards characteristics \((X, V)(\cdot; t, x, v)\) (resp. \((X, V)(\cdot; \tilde{t}, \tilde{x}, \tilde{v})\)) has an earliest bounce at time \( t_1(t, x, v) > 0 \) (resp. has no bounce on \([0, t_1(t, x, v)]\) and is such that \( X(0; \tilde{t}, \tilde{x}, \tilde{v}) = 0\).
There is no restriction to consider \( \tilde{v} > 0 \), and \((t, x)\) (resp. \((\tilde{t}, \tilde{x})\)) in the strip close to \( x = 0 \) where \( E > \frac{B_2}{2} \).
Let \( \epsilon > 0 \) be given. It holds that for \((t, x, v)\) in an appropriate neighborhood of \((\tilde{t}, \tilde{x}, \tilde{v})\),
\[
\left|X^e(s; t, x, v) - X^e(s; \tilde{t}, \tilde{x}, \tilde{v})\right| + \left|V^e(s; t, x, v) - V^e(s; \tilde{t}, \tilde{x}, \tilde{v})\right| \leq \epsilon, \quad s \in \left[0, \tilde{t}\right].
\]
Consider the extreme case where \( V(t_1; t, x, v); t, x, v = 0\).
Then \( 0 \leq V(s; \tilde{t}, \tilde{x}, \tilde{v}) \leq \epsilon, \) for \( s \in \left[0, t_1(t, x, v)\right]\). And so,
\[
\frac{E_0}{2} t_1 \leq \int_0^{t_1} E\left(r, X\left(r; \tilde{t}, \tilde{x}, \tilde{v}\right)\right) dr = V\left(t_1; \tilde{t}, \tilde{x}, \tilde{v}\right) - V\left(0; \tilde{t}, \tilde{x}, \tilde{v}\right) \leq c\epsilon.
\]
From here the proof is analogous to the case where \( E_0 < 0\).

Consequently, taking \( f^0 \) continuous and even w.r.t. the \( v \) variable and defining
\[
f(t, x, v) = f^0\left(X(0; t, x, v), V(0; t, x, v)\right), \quad (t, x, v) \in \left[0, +\infty\right[ \times \left[0, 1\right] \times \mathbb{R},
\]
as in (1.9), makes \( f \) continuous.

### 3. Proof of the existence Theorem 1.3

In this section, the parameter \( \epsilon \) in (1.3) does not play any role and is taken as one for the sake of simplicity. Let \( T > 0 \) be given. Theorem 1.3 is proven with a fixed point argument for the map \( S \) defined on
\[
K = \left\{ a \in C([0, T] \times [0, 1]); \int_0^1 a(t, x)dx = \left\| f^0 \right\|_{L^1} - \left\| g^0 \right\|_{L^1}, \quad t \in [0, T] \right\},
\]
by \( S = S_3 \circ S_2 \circ S_1 \). Here,
\[
S_1(a)(t, x) = E_0 + \int_0^x a(t, y)dy, \quad (t, x) \in [0, T] \times [0, 1],
\]
\[
S_2(E) = (f, g),
\]
\[
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\]
where \( f \) (resp. \( g \)) is the solution to the linear Vlasov equation with force field \( E \) (resp. \( -E \)), initial datum \( f^0 \) (resp. \( g^0 \)) and direct reflection boundary conditions, and

\[
S_3(f, g) = \int (f - g)(\cdot, \cdot, v)dv.
\]

In a first step we prove that \( S \) maps \( K \) into \( K \). In a second step we prove the compactness of \( S \) in \( C([0, T] \times [0, 1]) \). In a third step we prove its continuity. By a Schauder theorem we conclude that there is a fixed point \( a \) of \( S \). The definition of \( a \) finally implies that \((f, g) = S_2 \circ S_1(a)\) is a solution to the Cauchy problem (1.1)–(1.8).

**First step of the proof.** Let us prove that the map \( S \) is well defined and maps \( K \) into \( K \). \( S_1(a) = E \) is continuous on \([0, T] \times [0, 1]\) like \( a \), and globally Lipschitz with respect to \( x \) since

\[
|E(t, x') - E(t, x)| \leq \|a\|_{\infty} |x' - x|, \quad t \in [0, T], \quad (x, x') \in [0, 1]^2.
\]

Moreover, \( E(t, 0) = E_0 \) and \( E(t, 1) = E_0 + \|f^0\|_{L^1} - \|g^0\|_{L^1} \) are constants different from zero by (1.11). The analysis from Section 2 and the evenness of \( E \) with respect to \( v \) allow to define \( S_2(E) = (f, g) \), where \( f \) (resp. \( g \)) is the solution to the linear Vlasov equation with force field \( E \) (resp. \( -E \)), initial datum \( f^0 \) (resp. \( g^0 \)) and direct reflection boundary conditions. Recall that

\[
f(t, x, v) = f^0(X(0; t, x, v), |V(0; t, x, v)|),
\]

\( \text{resp. } g(t, x, v) = g^0(Y(0; t, x, v), |W(0; t, x, v)|) \), \( (t, x, v) \in [0, T] \times [0, 1] \times \mathbb{R} \),

where \((X, V) \) (resp. \((Y, W)\)) are the generalized characteristics associated to \( E \) (resp. \(-E\)), and are such that

\[
(t, x, v) \rightarrow \left( X(t, x, v), |V(t, x, v)|, Y(t, x, v), |W(t, x, v)| \right)
\]

is continuous. Consequently, \( f \) (resp. \( g \)) is continuous, and nonnegative like \( f^0 \) (resp. \( g^0 \)). \( S(a) = f(f - g)(\cdot, \cdot, v)dv \) belongs to \( C([0, T] \times [0, 1]) \). Indeed, let

\[
R = (\|E_0\| + \|a\|_{\infty}) T.
\]

By (1.10), there is \( U > 0 \) such that

\[
\int_{|v| > U} \sup_{x \in [0, 1], |w - v| < R} f^0(x, w)dv \quad \text{and} \quad \int_{|v| > U} \sup_{x \in [0, 1], |w - v| < R} g^0(x, w)dv
\]

are arbitrarily small. It follows from the continuity of (3.2) and \((f^0, g^0)\), that the map

\[
(t, x) \mapsto \int_{|v| < U} (f - g)(t, x, v)dv
\]

\[
= \int_{|v| < U} \left( f^0(X(0; t, x, v), |V(0; t, x, v)|) - g^0(Y(0; t, x, v), |W(0; t, x, v)|) \right)dv
\]

is continuous on \([0, T] \times [0, 1]\). Finally, the mass conservation of \( f \) (resp. \( g \)) implies that

\[
\int_0^1 \int (f - g)(t, x, v)dvdx = \|f^0\|_{L^1} - \|g^0\|_{L^1}, \quad t \in [0, T].
\]

Consequently \( S(a) \) belongs to \( K \).
Second step of the proof. — Let us prove that $S$ is compact in $C([0,T] \times [0,1])$. Let $(a_n)_{n \in \mathbb{N}}$ with $a_n \in C([0,T] \times [0,1])$ bounded by $M$. Denote by

$$E_n = S_1(a_n) \quad \text{and} \quad (f_n, g_n) = (S_2 \circ S_1)(a_n).$$

By (1.10), $(S(a_n))_{n \in \mathbb{N}}$ is bounded in $C([0,T] \times [0,1])$ by

$$\int x \in [0,1], |w-v| < ((E_0 + M)T \sup_{x \in [0,1], |w-v| < ((E_0 + M)T} f^0(x,w)dv + \int x \in [0,1], |w-v| < ((E_0 + M)T \sup_{x \in [0,1], |w-v| < ((E_0 + M)T} g^0(x,w)dv.$$ 

Prove its uniform equicontinuity. Let $\eta > 0$ be given. By (1.10), there is $U > 0$ such that,

$$\int |v| > U x \in [0,1], |w-v| < ((E_0 + M)T \sup_{x \in [0,1], |w-v| < ((E_0 + M)T} f^0(x,w)dv + \int |v| > U x \in [0,1], |w-v| < ((E_0 + M)T \sup_{x \in [0,1], |w-v| < ((E_0 + M)T} g^0(x,w)dv < \frac{\eta}{2}.$$

Let $(X_n, V_n)$ (resp. $(Y_n, W_n)$) be the generalized characteristics associated to the field $S_1(a_n)$ (resp. $-S_1(a_n)$). The existence of $h_0 > 0$ such that

$$\sup_{(t,x) \in [0,T] \times [0,1]} \int |v| < U \left| f^0 \left( X_n(0; t+h, x+k, v), |V_n(0; t+h, x+k, v)| \right) - f^0 \left( X_n(0; t,x,v), |V_n(0; t,x,v)| \right) \right| dv < \frac{\eta}{4},$$

(resp.

$$\sup_{(t,x) \in [0,T] \times [0,1]} \int |v| < U \left| g^0 \left( Y_n(0; t+h, x+k, v), |W_n(0; t+h, x+k, v)| \right) - g^0 \left( Y_n(0; t,x,v), |W_n(0; t,x,v)| \right) \right| dv < \frac{\eta}{4},$$

$n \in \mathbb{N}, \ |h| + |k| < h_0,$

follows from the uniform continuity on $[0,T] \times [0,1] \times [-U,U]$ of the map

$$(t,x,v) \mapsto \left( X_n(0; t,x,v), |V_n(0; t,x,v)|, Y_n(0; t,x,v), |W_n(0; t,x,v)| \right),$$

and its continuous dependence with respect to the fields. The Ascoli theorem applies, which ends the proof of the second step. $\square$

Third step of the proof. — Let us prove that $S$ is continuous in $C([0,T] \times [0,1])$. Let $(a_n)_{n \in \mathbb{N}}$ converging to $a$ in $C([0,T] \times [0,1])$. Denote by

$$E_n = S_1(a_n), \quad (f_n, g_n) = (S_2 \circ S_1)(a_n), \quad S(a_n) = \int_a f_n - g_n dv,$$

$$E = S_1(a), \quad (f, g) = (S_2 \circ S_1)(a), \quad S(a) = \int_a f - g dv.$$ 

The sequence $(E_n)_{n \in \mathbb{N}}$ converges to $E$ in $C([0,T] \times [0,1])$, because

$$\max_{[0,T] \times [0,1]} |E_n - E| \leq \max_{[0,T] \times [0,1]} |a_n - a|.$$
Let $\eta > 0$ be given. By (1.10), there is $U > 0$ such that,
\[ \int_{|v| > U} x \sup_{x \in [0,1], |w-v| < (|E_0|+M)T} f^0(x,w)dv + \int_{|v| > U} x \sup_{x \in [0,1], |w-v| < (|E_0|+M)T} g^0(x,w)dv < \eta. \]
And so,
\[ \int_{|v| > U} x \left( f^0(X_n(0; t,x,v), |V_n(0; t,x,v)|) + g^0(Y_n(0; t,x,v), |W_n(0; t,x,v)|) \right)dv \]
\[ + \int_{|v| > U} x \left( f^0(X(0; t,x,v), |V(0; t,x,v)|) + g^0(Y(0; t,x,v), |W(0; t,x,v)|) \right)dv \]
\[ \leq 4\eta, \quad n \in \mathbb{N}. \]
The convergence of
\[ \int_{|v| < U} x \left( f^0(X_n(0; t,x,v), |V_n(0; t,x,v)|) - g^0(Y_n(0; t,x,v), |W_n(0; t,x,v)|) \right)dv \]
to
\[ \int_{|v| < U} x \left( f^0(X(0; t,x,v), |V(0; t,x,v)|) - g^0(Y(0; t,x,v), |W(0; t,x,v)|) \right)dv \]
in $C([0,T] \times [0,1])$ when $n \to +\infty$ follows from the continuous dependence of
\[ [0,T] \times [0,1] \times [-U,U] \ni (t,x,v) \]
\[ \mapsto \left( X(0; t,x,v), |V(0; t,x,v)|, Y(0; t,x,v), |W(0; t,x,v)| \right) \]
with respect to the fields. \hfill {$\Box$}

4. Proof of the uniqueness Theorem 1.4

This section splits into two lemmas. Under the assumptions of Theorem 1.4 and locally in time, Lemma 4.1 provides a uniform bound with respect to $(t,x,v) \in [0,T] \times [0,1] \times \mathbb{R}$ of the number of possible bounces at the boundary of the domain of the generalized characteristics associated to a solution to (1.1)-(1.8). Lemma 4.2 proves the local in time uniqueness result of Theorem 1.4.

**Lemma 4.1.** — Assume that for some $c_0 > 0$ and $V_0 > c_0$,
\begin{equation}
(4.1) \quad f^0(x,v) = 0, \quad x \in [0,1], \quad |v| \leq c_0 \quad \text{or} \quad |v| \geq V_0.
\end{equation}
Let $T \in [0, \frac{c_0}{2|E_0|}]$, where
\begin{equation}
(4.2) \quad c_i = |E_0| + \frac{1}{\epsilon} \int_0^1 \left( f^0 + g^0 \right)(x,v)dvdx.
\end{equation}
Then the number of possible bounces of the generalized characteristics of a solution to (1.1)-(1.8) at the boundaries $x = 0$ and $x = 1$ of the domain is bounded by
\[ \frac{Tc_i}{\sqrt{V_0^2 + 2c_i - 2V_0}}. \]
Assume a first bounce on the generalized characteristics starting at

The result of the lemma follows.

By Lemma 4.1, the number of bounces on \((0, x_0, v_0)\) along the generalized characteristics starting at \((0, x_0, v_0)\) satisfy

\[
(4.3) \quad \frac{c_0}{2} \leq |V(s; 0, x_0, v_0)| \leq 2V_0, \quad s \in [0, T].
\]

Assume a first bounce on the generalized characteristics starting at \((0, x_0, v_0)\) occurs at \(s_1\) on the \(x = 1\) boundary. It follows from the positive bound from below of \(|V(s; 0, x_0, v_0)|\) in (4.3) that the next possible bounce will occur at \(x = 0\). Denote by \(s_2\) the time of such a bounce. Since

\[
X(s_2; 0, x_0, v_0) = X(s_2; s_1, 1, V(s_1^+; 0, x_0, v_0)),
\]

it holds that

\[
1 + V(s_1^+; 0, x_0, v_0) (s_2 - s_1) + \int_{s_1}^{s_2} (s_2 - r) E(r, X(r; 0, x_0, v_0)) dr = 0.
\]

Taking into account that \(|V(s_1^+; 0, x_0, v_0)|\) (resp. \(E(r, X(r; 0, x_0, v_0))\)) is bounded from above (resp. from below) by \(2V_0\) (resp. \(-c_i\)) implies that

\[
c_i (s_2 - s_1)^2 + 2V_0 (s_2 - s_1) - 2 \geq 0.
\]

The result of the lemma follows. \(\square\)

**Lemma 4.2.** — Under the assumptions of Theorem 1.4, the solution to the Cauchy problem (1.1)-(1.8) is locally unique in time.

**Proof of Lemma 4.2.** — Let \(T > 0\) be given. Let \((f, g)\) and \((\tilde{f}, \tilde{g})\) be two solutions to the problem on \([0, T]\). Denote by \((X(t; t, x, v), V(t; t, x, v))\) (resp.

\[
\begin{align*}
(Y(t; t, x, v), W(t; t, x, v)), & \quad \text{resp.} \quad (\tilde{X}(t; t, x, v), \tilde{V}(t; t, x, v)), \\
\text{resp.} \quad (\tilde{Y}(t; t, x, v), \tilde{W}(t; t, x, v)),
\end{align*}
\]

the generalized characteristics associated to \(f\) (resp. \(g\), resp. \(\tilde{f}\), resp. \(\tilde{g}\) starting at \((t, x, v)\). Let us prove that for \(T_0 \in ]0, T]\) small enough,

\[
(X(t; t, x, v), |V(t; t, x, v)|, Y(t; t, x, v), |W(t; t, x, v)|, \tilde{X}(t; t, x, v), |\tilde{V}(t; t, x, v)|, \tilde{Y}(t; t, x, v), |\tilde{W}(t; t, x, v)|, 0 \leq t \leq T_0, x \in [0, 1], v \in \mathbb{R}.
\]

By Lemma 4.1, the number of bounces on \([0, T]\) of generalized characteristics on the boundaries \(x = 0\) and \(x = 1\) is uniformly bounded. Let us first consider the case where the generalized characteristics encounter no bounce (resp. at most one bounce) at \(x = 0\) (resp. at \(x = 1\) on \([0, T]\). Denote by \(A_0\) (resp. \(A_2\)) the set of \((r, y, u) \in [0, T] \times [0, 1] \times \mathbb{R}\) such that the \((X, V)\) and \((\tilde{X}, \tilde{V})\) characteristics respectively associated to \(f\) and \(\tilde{f}\) and passing at \((r, y, u)\), both have no bounce (resp. one bounce) at \(x = 1\) on \([0, T]\). Denote by \(A_1\) the set of \((r, y, u) \in [0, T] \times [0, 1] \times \mathbb{R}\) such that the
Using the Lipschitz assumption on \( f_0 \) and \( g_0 \), and their eveness when considering \( A_1 \) and \( B_1 \), notice that

\[
\left| E - \tilde{E} \right| (r, z) \\
= \left| \int_0^z \int [f^0(\tilde{X}(0; r, y, u), V(0; r, y, u)) - f^0(\tilde{X}(0; r, y, u), \tilde{V}(0; r, y, u))] \, dy \, du \\
- \int_0^z \int [g^0(\tilde{Y}(0; r, y, u), \tilde{W}(0; r, y, u)) - g^0(\tilde{Y}(0; r, y, u), \tilde{W}(0; r, y, u))] \, dy \, du \right| \\
\leq \alpha, \quad (r, z) \in [0, T] \times [0, 1].
\]

Let \((t, x, v) \in A_0\). Both generalized characteristics \((X, V)\) and \((\tilde{X}, \tilde{V})\) without backward bounce, starting at \((t, x, v)\), are given by

\[
\begin{align*}
X(s; t, x, v) &= x + v(s - t) + \int_s^t (r - s) E(r, X(r; t, x, v)) \, dr, \\
V(s; t, x, v) &= v - \int_s^t E(r, X(r; t, x, v)) \, dr, \\
\tilde{X}(s; t, x, v) &= x + v(s - t) + \int_s^t (r - s) \tilde{E} \left( r, \tilde{X}(r; t, x, v) \right) \, dr, \\
\tilde{V}(s; t, x, v) &= v - \int_s^t \tilde{E} \left( r, \tilde{X}(r; t, x, v) \right) \, dr, \quad s \in [0, t].
\end{align*}
\]

Hence
\[ \left( |X - \bar{X}| + |V - \bar{V}| \right) (s; t, x, v) \]
\[ \leq c \left( \int_s^t \left| E - \bar{E} \right| \left( r, X(r; t, x, v) \right) dr \right) \]
\[ + \int_s^t \left| E(r, X(r; t, x, v)) - E \left( r, X(r; t, x, v) \right) \right| dr \]
\[ \leq c \left( \int_s^t \left| E - \bar{E} \left( r, \bar{X}(r; t, x, v) \right) \right| dr + \int_s^t |X - \bar{X}| (r; t, x, v) dr \right) \]
\[ \leq c \left( T\alpha + \int_s^t |X - \bar{X}| (r; t, x, v) dr \right), \quad s \in [0, t]. \]

Consequently,
\[ \left( |X - \bar{X}| + |V - \bar{V}| \right) (s; t, x, v) \leq cT\alpha, \quad s \in [0, T], \quad (t, x, v) \in A_0. \]

In particular,
\[ (4.4) \quad \left( |X - \bar{X}| + |V - \bar{V}| \right) (0; t, x, v) \leq cT\alpha, \quad (t, x, v) \in A_0. \]

Let \((t, x, v) \in A_2\). Both generalized characteristics with a backward bounce at \((t_1(t, x, v), 1)\) for \((X, V)\) (resp. at \((\tilde{t}_1(t, x, v), 1)\) for \((\bar{X}, \bar{V})\)), starting at \((t, x, v)\), are given by

\[ X(s; t, x, v) = x + v(s - t) + \int_s^t (r - s) E \left( r, X(r; t, x, v) \right) dr, \]
\[ V(s; t, x, v) = v - \int_s^t E(r, X(r; t, x, v)) dr, \quad s \in [t_1(t, x, v), t], \]
\[ X(s; t, x, v) = 1 + (t_1 - s) \left( v - \int_{t_1}^t E(r, X(r; t, x, v)) dr \right) \]
\[ + \int_s^{t_1} (r - s) E(r, X(r; t, x, v)) dr, \]
\[ V(s; t, x, v) = -v + \int_s^{t_1} E(r, X(r; t, x, v)) dr \]
\[- \int_s^{t_1} E(r, X(r; t, x, v)) dr, \quad s \in [0, t_1(t, x, v)], \]

and similar equations for \((\bar{X}, \bar{V})\). Assume \(t_1(t, x, v) \leq \tilde{t}_1(t, x, v)\). It holds that

\[ \left( X - \bar{X} \right) (s) = \int_s^t (r - s) \left[ E(r, X(r)) - \bar{E} \left( r, \bar{X}(r) \right) \right] dr, \]
\[ \left( V - \bar{V} \right) (s) = \int_s^t \left[ E(r, X(r)) - \bar{E} \left( r, \bar{X}(r) \right) \right] dr, \quad s \in [\tilde{t}_1(t, x, v), t]. \]

Hence,
\[ (4.5) \quad \left( |X - \bar{X}| + |V - \bar{V}| \right) (s; t, x, v) \leq cT\alpha, \quad s \in \left[ \tilde{t}_1(t, x, v), t \right], \quad (t, x, v) \in A_2, \]
as in the $A_0$ case. Moreover,

\begin{equation}
\begin{aligned}
(4.6) \quad & \left( X - \bar{X} \right)(s) \\
= & \quad 2 \left( \tilde{t}_1 - s \right) \left( -v + \int_{t_1}^{\tilde{t}_1} \tilde{E} \left( r, \bar{X}(r) \right) dr \right) + \int_{s}^{\tilde{t}_1} \left( r - s \right) \left( E(r, X(r)) - \tilde{E} \left( r, \bar{X}(r) \right) \right) dr \\
+ & \quad \int_{t_1}^{s} \left( r - s \right) \left( E(r, X(r)) - \tilde{E} \left( r, \bar{X}(r) \right) \right) dr, \quad s \in \left[ t_1(t, x, v), \tilde{t}_1(t, x, v) \right].
\end{aligned}
\end{equation}

The distance from $t_1$ to $\tilde{t}_1$ can be controlled in the following way. The definition of $(t_1(t, x, v), V(t_1^+))$,

\[ x - 1 + v(t_1 - t) + \int_{t_1}^{t} \left( r - t_1 \right) E(r, X(r)) dr = 0, \quad v - \int_{t_1}^{t} E(r, X(r)) dr = V(t_1^+), \]

implies that

\[ V(t_1^-) \left( \tilde{t}_1 - t_1 \right) = \int_{t_1}^{\tilde{t}_1} \left( r - \tilde{t}_1 \right) E(r, X(r)) dr + \int_{\tilde{t}_1}^{t} \left( r - \tilde{t}_1 \right) \left( \tilde{E} \left( r, \bar{X}(r) \right) - E(r, X(r)) \right) dr. \]

Hence, for $T$ small enough,

\begin{equation}
\begin{aligned}
(4.7) \quad & 0 \leq \tilde{t}_1 - t_1 \leq cT \left( \sup_{r \in \left[ \tilde{t}_1, t \right]} \left| X - \bar{X} \right|(r) + \alpha \right) \\
& \leq cT\alpha,
\end{aligned}
\end{equation}

by (4.5). Consequently,

\begin{equation}
\begin{aligned}
(4.8) \quad & \left| X - \bar{X} \right|(s) \leq c \left| \tilde{t}_1 - t_1 \right| \leq cT\alpha, \quad s \in \left[ t_1(t, x, v), \tilde{t}_1(t, x, v) \right].
\end{aligned}
\end{equation}

Finally,

\[ \left( X - \bar{X} \right)(s) \]

\[ = v \left( t_1 - \tilde{t}_1 \right) - (t_1 - s) \int_{t_1}^{t} E(r, X(r)) dr + \left( \tilde{t}_1 - s \right) \int_{s}^{t} \tilde{E} \left( r, \bar{X}(r) \right) dr \\
+ \int_{s}^{\tilde{t}_1} \left( r - s \right) E(r, X(r)) dr - \int_{s}^{\tilde{t}_1} \left( r - s \right) \tilde{E} \left( r, \bar{X}(r) \right) dr \\
= \left( \tilde{t}_1 - t_1 \right) \left( -v + \int_{t_1}^{t} E(r, X(r)) dr \right) \\
- \left( \tilde{t}_1 - s \right) \int_{s}^{\tilde{t}_1} \left( E(r, X(r)) - \tilde{E} \left( r, \bar{X}(r) \right) \right) dr \\
- \left( \tilde{t}_1 - s \right) \int_{t_1}^{\tilde{t}_1} E(r, X(r)) dr + \int_{s}^{\tilde{t}_1} \left( r - s \right) \left( E(r, X(r)) - \tilde{E} \left( r, \bar{X}(r) \right) \right) dr \\
+ \int_{t_1}^{\tilde{t}_1} \left( r - s \right) E(r, X(r)) dr,
\]
\[
(V - \tilde{V}) (s) = 2 \int_{t_1}^{t_1} E(r, X(r))dr + \int_{t_1}^{t} (E(r, X(r)) - \bar{E}(r, \bar{X}(r)) dr
\]
\[
- \int_{s}^{t_1} (E(r, X(r)) - \bar{E}(r, \bar{X}(r)) dr, \quad s \in [0, t_1].
\]
Hence,
\[
\left| X - \bar{X} \right| (s) \leq c \left| \bar{t}_1 - t_1 \right| + cT\alpha + cT \sup_{r \in [t_1, t]} \left| X - \bar{X} \right| (r) + c \int_{s}^{t_1} \left| X - \bar{X} \right| (r)dr
\]
\[
\leq cT\alpha + c \int_{s}^{t_1} \left| X - \bar{X} \right| (r)dr, \quad \text{by (4.7), (4.5) and (4.8)},
\]
\[
\leq cT\alpha, \quad s \in [0, t_1], \quad \text{by (4.5), (4.8) and (4.9)}.
\]
It follows from (4.9)–(4.10) taken at \( s = 0 \) that
\[
\left( \left| X - \bar{X} \right| + \left| V - \tilde{V} \right| \right) (0; t, x, v) \leq cT\alpha, \quad (t, x, v) \in A_2.
\]
Let us consider the last case where \((t, x, v) \in A_1\), the case where \((t, x, v) \in \bar{A}_1\) being similarly treated. Again,
\[
\left( \left| X - \bar{X} \right| + \left| V - \tilde{V} \right| \right) (s; t, x, v) \leq cT\alpha, \quad s \in [t_1(t, x, v), t].
\]
Moreover,
\[
X(s) = X(t_1) + (t_1 - s) V(t_1) + \int_{s}^{t_1} (r - s)E(r, X(r))dr,
\]
\[
V(s) = -V(t_1) - \int_{s}^{t_1} E(r, X(r))dr,
\]
\[
\bar{X}(s) = \bar{X}(t_1) - (t_1 - s) \tilde{V}(t_1) + \int_{s}^{t_1} (r - s)\bar{E}(r, \bar{X}(r)) dr,
\]
\[
\tilde{V}(s) = \tilde{V}(t_1) - \int_{s}^{t_1} \tilde{E}(r, \bar{X}(r)) dr, \quad s \in [0, t_1(t, x, v)].
\]
Consequently,
\[
\left( \left| X - \bar{X} \right| + \left| V + \tilde{V} \right| \right) (0; t, x, v)
\]
\[
\leq \left( \left| X - \bar{X} \right| + \left| V - \tilde{V} \right| \right) (t_1; t, x, v) + ct_1
\]
\[
\leq cT\alpha + ct_1, \quad \text{by (4.12)}.
\]
Moreover, \( \bar{X} \) being non-increasing on \([0, t]\) because the sign of \( \tilde{V} \) cannot change,
\[
0 \leq \bar{X}(0) - \bar{X}(t_1) \leq 1 - \bar{X}(t_1) = \left( X - \bar{X} \right)(t_1) \leq cT\alpha.
\]
It then follows from $\tilde{X}(0) - \tilde{X}(t_1) = t_1 |\tilde{V}(\tau)|$ for some $\tau \in [0, t_1]$ that $t_1 \leq cT\alpha$. Together with (4.13), this implies that

\begin{equation}
(4.14) \quad \left( |X - \tilde{X}| + |V + \tilde{V}| \right)(0; t, x, v) \leq cT\alpha, \quad (t, x, v) \in A_1.
\end{equation}

It follows from (4.4), (4.11) and (4.14) that

\begin{equation}
\sup_{(t, x, v) \in A_0 \cup A_2} \left( |X - \tilde{X}| + |V - \tilde{V}| \right)(0; t, x, v) + \sup_{(t, x, v) \in A_1 \cup \bar{A}_1} \left( |X - \tilde{X}| + |V + \tilde{V}| \right)(0; t, x, v) \leq cT\alpha.
\end{equation}

It similarly holds that

\begin{equation}
\sup_{(t, x, v) \in B_0 \cup B_2} \left( |Y - \tilde{Y}| + |W - \tilde{W}| \right)(0; t, x, v) + \sup_{(t, x, v) \in B_1 \cup \bar{B}_1} \left( |Y - \tilde{Y}| + |W + \tilde{W}| \right)(0; t, x, v) \leq cT\alpha.
\end{equation}

The case where more than zero (resp. one) bounce occurs at $x = 0$ (resp. at $x = 1$) can be analogously treated by splitting the characteristics between those bouncing an even (resp. odd) number of times. And so, $\alpha \leq cT\alpha$. Hence $\alpha = 0$ for $T$ small enough. Consequently,

$$
(X, Y)(0; t, x, v) = (\tilde{X}, \tilde{Y})(0; t, x, v),
$$

$$
(V, W)(0; t, x, v) = \pm (\tilde{V}, \tilde{W})(0; t, x, v), \quad (t, x) \in [0, T] \times [0, 1], \quad \frac{c_0}{2} \leq |v| \leq 2V_0.
$$

It follows that $(f, g) = (\tilde{f}, \tilde{g})$ on $[0, T]$. 

\section{5. Electroneutrality}

The obtention of quasineutrality from the Vlasov–Poisson system, i.e., the passage to the limit when $\epsilon \to 0$ in (1.1)–(1.8) is a difficult problem. The formal limit does not hold for unstable profiles, as proven by D. Han-Kwan and M. Hauray in [HKH15]. In [HKR16], D. Han-Kwan and F. Rousset justified the quasineutral limit of a Vlasov–Poisson system with adiabatic electrons for small times in Sobolev spaces, and for initial data satisfying a Penrose stability condition.

In the following theorem, we pass to the limit when $\epsilon \to 0$ in (1.3) only, and prove that the electroneutrality equation (5.4) holds at the limit.

\textbf{Theorem 5.1.} — For every $\epsilon > 0$ let $(f_\epsilon, g_\epsilon, E_\epsilon)$ be a solution on $[0, T]$ to the Vlasov–Poisson system (1.1)–(1.8) with initial datum $(f^0_\epsilon, g^0_\epsilon, E_{\epsilon,0})$ satisfying the assumptions of Theorem 1.3, and

\begin{equation}
\int_{[0,1] \times \mathbb{R}} v^2 \left( f^0_\epsilon + g^0_\epsilon \right) dxdv \leq c,
\end{equation}

$$
\epsilon > 0, \quad \text{(uniformly bounded initial kinetic energy)},
$$

\begin{equation}
\sqrt{\epsilon} E_{\epsilon,0} \leq c, \quad \epsilon > 0,
\end{equation}

\textbf{ANNALES HENRI LEBESGUE}
Moreover, \( f_{\epsilon_n}, g_{\epsilon_n} \) weakly converges to \((f, g)\) in \( L^2([0, T] \times [0, 1] \times \mathbb{R}) \) when \( n \to +\infty \), 
\((\sqrt{\epsilon_n} E_{\epsilon_n})_{n \in \mathbb{N}}\) weakly converges in \( L^2([0, T] \times [0, 1]) \) when \( n \to +\infty \).
Moreover, \((\int f_{\epsilon_n} dv)_{n \in \mathbb{N}}\) (resp. \((\int g_{\epsilon_n} dv)_{n \in \mathbb{N}}\)) weakly converges in \( L^2([0, T] \times [0, 1]) \) to \( \int f dv \) (resp. \( \int g dv \)) when \( n \to +\infty \), and
\[
\int f(t, x, v) dv = \int g(t, x, v) dv, \quad a.e. \quad (t, x) \in [0, T] \times [0, 1].
\]

Proof of Theorem 5.1. — The proof is classical and relies on the conservation of energy. The energy associated to the Vlasov–Poisson system (1.1)–(1.8) is the sum of the kinetic and potential energies,
\[
E_{\epsilon}(t) = \frac{1}{2} \int_{[0, 1] \times \mathbb{R}} v^2 (f_{\epsilon} + g_{\epsilon}) (t, x, v) dxdv + \frac{\epsilon}{2} \int_{[0, 1]} E_{\epsilon}(t, x)^2 dx.
\]
The boundary conditions have been chosen in order to ensure the conservation of energy. This classically follows from the multiplication by \( v^2 \) of the Vlasov equations (1.1)–(1.2), their integration with respect to \((x, v)\), and the use of the continuity equations,
\[
\partial_t \left( \int \left( f_{\epsilon} - g_{\epsilon} \right) dv \right) + \partial_x \left( \int v \left( f_{\epsilon} - g_{\epsilon} \right) dv \right) = 0.
\]
More details can be found in [Gio19]. And so,
\[
E_{\epsilon}(t) = \frac{1}{2} \int_{[0, 1] \times \mathbb{R}} v^2 \left( f_{\epsilon}^0 + g_{\epsilon}^0 \right) (x, v) dxdv + \frac{\epsilon}{2} E_{\epsilon, 0}^2, \quad t \in [0, T].
\]
The family \((\sqrt{\epsilon_n} E_{\epsilon_n})_{\epsilon_n > 0}\) being uniformly bounded in \( L^2([0, T] \times [0, 1])\), there is a sequence \((\epsilon_n)\) tending to zero when \( n \to +\infty \) such that \((\sqrt{\epsilon_n} E_{\epsilon_n})\) weakly converges in \( L^2([0, T] \times [0, 1])\) to \( f \) (resp. \( g \)) in \( L^2([0, T] \times [0, 1] \times \mathbb{R})\), such that \((f_{\epsilon_n})_{n \in \mathbb{N}}\) (resp. \((g_{\epsilon_n})_{n \in \mathbb{N}}\)) weakly converges in \( L^2([0, T] \times [0, 1] \times \mathbb{R})\) to \( f \) (resp. \( g \)) when \( n \to +\infty \), and
\[
\int v^2(f + g)(t, x, v) dxdv < +\infty.
\]
Moreover, \((\int f_{\epsilon_n}(t, x, v) dv)_{n \in \mathbb{N}}\) (resp. \((\int g_{\epsilon_n}(t, x, v) dv)_{n \in \mathbb{N}}\)) weakly converges in \( L^2([0, T] \times [0, 1])\) to \( \int f(t, x, v) dv \) (resp. \( \int g(t, x, v) dv \)). Indeed, for any function \( \alpha \in L^2([0, T] \times [0, 1])\),
\[
(5.6) \quad \left| \int \alpha(t, x) \left( \int (f_{\epsilon_n} - f) (t, x, v) dv \right) dxdt \right| \leq \frac{\|\alpha\|_{\infty}}{K^2} \int v^2 (f_{\epsilon_n} + f) (t, x, v) dxdvdt + \left| \int \alpha(t, x) \chi_K(v) (f_{\epsilon_n} - f) (t, x, v) dxdvdt \right|,
\]
where $\chi_K$ denotes the characteristic function of $]-K,K[$. The first term in the r.h.s. of (5.6) tends to zero when $K \to +\infty$ uniformly with respect to $n$. The second term in the r.h.s. of (5.6) tends to zero for any fixed $K$, given that the map $\alpha(t, x)\chi_K(v)$ belongs to $L^2([0,T] \times [0,1] \times \mathbb{R})$. The passage to the limit when $n \to +\infty$ in (1.3) leads to the electroneutrality equation (5.4).

\[\square\]
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