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to the varying environment. The individuals are characterized by a one-dimensional trait.
The dynamics -births and deaths- depend on a time-changing mortality rate that shifts the
optimal trait to the right at constant speed. The population size is regulated by a nonlinear
non-local logistic competition term. The macroscopic behaviour can be described by a PDE
that admits a unique positive stationary solution. In the stationary regime, the population
can persist, but with a lag in the trait distribution due to the environmental change. For the
microscopic (individual-based) stochastic process, the evolution of the lineages can be traced
back using the historical process, that is, a measure-valued process on the set of continuous
real functions of time. Assuming stationarity of the trait distribution, we describe the limiting
distribution, in large populations, of the path of an individual drawn at random at a given
time T'. Freezing the non-linearity due to competition allows the use of a many-to-one identity
together with Feynman—Kac’s formula. This path, in reversed time, remains close to a simple
Ornstein—Uhlenbeck process. It shows how the lagged bulk of the present population stems
from ancestors once optimal in trait but still in the tail of the trait distribution in which they
lived.

RESUME. — Nous nous intéressons & un modéle de génétique quantitative simple ol une
population est soumise a des changements environnementaux progressifs. Chaque individu est
caractérisé par un trait unidimensionnel. Nous cherchons a comprendre comment I’adaptation
aux variations environnementales est reflétée par I’évolution des traits le long des lignées
ancestrales des individus vivants a un temps 1" donné. La dynamique de la population est régie
par les naissances et les morts, avec un taux de mortalité inhomogene en temps qui traduit
I’évolution du trait optimal avec les changements environnementaux. Dans notre modele, ce
trait optimal croit a vitesse constante. La taille de la population est régulée par un terme de
compétition logistique, non-linéaire et non-local. Le comportement macroscopique en grande
population peut étre décrit par une EDP qui admet une unique solution stationnaire strictement
positive. Dans ce régime stationnaire, la population peut survivre, mais le trait majoritaire est
en décalage par rapport au trait optimal traduisant un retard a ’adaptation au changement
environnemental. Pour le processus stochastique microscopique (individus centré), I’évolution
des lignées peut étre modélisée par un processus historique, qui est un processus a valeurs dans
I’espace des mesures sur les trajectoires continues. En supposant stationnaire la distribution
des traits, nous obtenons la loi limite, en grande population, du processus décrivant 1’évolution
du trait le long de la lignée ancestrale d’un individu tiré au hasard a T'. Le régime stationnaire
permet de geler la non-linéarité due a la compétition et donc, d’utiliser des identités “many-
to-one” en conjonction avec des formules de Feynman—Kac. Nous montrons que la trajectoire
des traits ancestraux, vue en temps rétrograde, est proche (dans asymptotique considérée)
d’un processus d’Ornstein—Uhlenbeck. Ceci met en évidence comment la majeure partie de la
population actuelle est issue d’ancétres dont les traits étaient optimaux mais dans la queue de
distribution des traits de la population dans laquelle ils vivaient.

1. Introduction

An increasing number of studies have demonstrated rapid phenotypic changes in
invasive or natural populations that are subject to environmental changes, such as
climate change or habitat alteration due for instance to human activities [APMO12,
BH06, BSB*11, HFK08, HS11, Par06, She19]. Such fast evolution may result in adap-
tation for these populations facing changing environment, as observed in evolution-
ary experiments [CNR*18 GAZdV16, GDC'18, GRFH13]. Important theoretical
progress has been made to predict phenotypic evolution in a changing environment
since the pioneer works of [BL95, LGW91, LL93, LS96], see [KM14] for a review.
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A major prediction of these models is that when the optimal phenotype changes
linearly with time, the phenotypical distribution of individuals is moving at the
same speed to keep pace of the change, but is lagged behind the optimum. The equi-
librium value of the lag depends on the rate of the change, on the genetic variance
and on the strength of selection. Above a critical rate of change of the optimal
phenotype with time, this lag becomes so large that the fitness of the population
falls below the value that allows its persistence and the population is doomed to
extinction. In the case of small enough lag such that the population persists under
constant adaptation, we study, in the present paper, the genealogies of its individuals.
Our aim is to understand how individual dynamics build the macroscopic adaptation
of the population via the quantitative description of the typical ancestral lineage.

We consider a population dynamics where individuals are characterized by a trait
x € R and give birth and die in continuous time. During their life the individual trait
variations are modelled by a diffusion operator with variance 2. The environment
in which the population lives is shifted at constant speed oc > 0 that drives the
adaptation of the population. The constant ¢ > 0 can be interpreted as the speed of
environmental change.

Two complementary descriptions of the dynamics are considered: (i) a macroscopic,
deterministic, description of the phenotypic density, and (ii) a microscopic, stochastic,
description of the individual phenotypes. We believe that the latter is better suited
for the analysis of the lineages.

The macroscopic dynamics of the phenotypic density in the moving environment
is described by the following partial differential equation (PDE):

(1.1) Oru(t, z) = %aixu(t, x)+ (1 — ;(x —oct)? — /Ru(t,y)dy> u(t, x),

where, u(t,x) denotes the density of population at time ¢ and trait x € R. Due
to the environmental change, the optimal trait with regards to the growth rate
1 — (x —oct)?/2 is ¥} = oct. The choice of the scaling of the speed is discussed after
Theorem 1.1 below. The nonlinear term involving the total mass of the population
accounts for the mean field competition between individuals at time ¢.

It is well known (cf. [Cha06, CFMO08, FMO04]) that equation (1.1) can be derived
from a stochastic system describing the random individual dynamics. More precisely,
we consider the following branching-diffusion process with interaction. An individual,
at trait x € R at time ¢t > 0, gives birth to a new individual at the same trait with
rate 1. Each individual dies with rate (z — oct)?/2 + N;/K, where N; is the total
population size at time ¢ and K is the carrying capacity of the system. The natural
death rate (z — oct)? reflects the gradual environmental change, as in the PDE.
The term N;/K in the death rate corresponds to density-dependent competition.
Changes in the trait are driven by independent Brownian motions, accounting for
infinitesimal changes of the phenotypes. It is standard to rigorously prove that
the empirical measure on the individual traits weighted by 1/K satisfies a semi-
martingale decomposition, which is a stochastic equation analogous to (1.1) (and
given later), and that it converges weakly to the solution of the PDE when K tends
to infinity (provided the initial conditions are scaled suitably).
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Due to the environmental change, the behavior of the population is naturally
observed in the moving frame. In what follows, we will always work in this setting,
defining the density in the moving frame as f(t,z) = u(t,z + oct). As such, we
obtain an additional transport term in the PDE (associated with a drifted Brownian
motion in the individual-based model):

(1.2) o f(t,x) = U;@izf(t,x) +oc 0, f(t,x) + (1 — x; - /Rf(t,y)dy> f(t, ).

The unique positive stationary state of this equation can easily be computed. It
can exist if, and only if, 1 — 0/2 — ¢?/2 > 0, which is the persistence condition
on the speed c. Under this condition, the stationary state is a weighted Gaussian
density centered on —c, with variance o, hereafter denoted by F' (see Section 2.2).
The shift by ¢ relative to the fitness optimum at x = 0 can be interpreted as a lag
in the process of adaptation to a moving environment. Indeed, individuals try to
keep pace of the gradual change, so that they can never be optimal in average. This
maladaptation can be measured by the shift ¢ which is associated with a load in the
fitness of value ¢?/2.

Additionally, this model predicts that the population collapses when the speed of
environmental change is above a certain threshold ¢* = (2 — ¢)'/2. Here, we consider
that the speed c is below ¢*, as already mentioned above.

Our purpose here is to provide more insight on this phenomenon by studying the
trait ancestry of the individuals at a given time T, i.e. the sequence of traits of
their ancestors in the past. We assume that, in the moving frame, the population
dynamics is nearly stationary, starting from the equilibrium F. In particular, the
solution f (¢, x) of the deterministic PDE (1.2) remains constant in time, equal to this
equilibrium. Consequently, the stochastic process will stay close to this equilibrium
on finite time intervals in the regime of large population. In the stationary regime
the dynamics of the PDE is trivial but the dynamics of the lineages are not, as can
be seen on numerical simulations of the individual-based models (cf. Figure 1.1, both
in the original variables, and in the moving frame).

We observe the following pattern: a stabilized cloud of points representing the
stationary state and solid lines representing the lineages, highlighting the response
to environmental change. One observes that the individuals alive at the final obser-
vation time are all coming from past individuals whose traits were far from being
representative in the past distribution but who were better fitted.

More precisely, we will describe the approximate dynamical lineage of a fixed
individual sampled uniformly in a large population at a time T > 0. We will show
the following Theorem 1.1 stating that in backward time, these trajectories are
asymptotically (when the carrying capacity K tends to infinity), Ornstein—Uhlenbeck
processes.

THEOREM 1.1. — In the moving frame, assuming the trait distribution of the
population stationary, the backward in time process describing the lineage of an
individual sampled in the living population at time T" > 0 converges, when K — +0o0,
to the following time homogeneous Ornstein—Uhlenbeck process driving the ancestral
trajectories around 0
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Trait
Trait

(a) (b)

Figure 1.1. Ancestral lineages of the present population. To an individual of trait
x living at time T, its lineage corresponds to the function that associates with
each time t < T the trait of this individual if it was already born, or else the trait
of its closest ancestor at that time (its parent if the latter was born, otherwise
its grand-parent etc.). The traits in the population (ordinate) are shown with
respect to time (abscissa). The extinct lineages are in gray, whereas the lineages
of the living particles are in black. As can be seen, the trait distribution is nearly
stationary (gray background on the right image), whereas the lineages follow an
Ornstein-Uhlenbeck process (see our main result, Theorem 1.1). (a): fixed frame.
(b): moving frame. The parameters are ¢ = 1, 0 = 0.32, K = 250.

(1.3) dY, = —oY,ds + odW,,
for a Brownian motion W'.

This result is made more precise in Theorem 4.10. A similar conclusion was derived
for a similar model, independently of this work, by another approach in [PFG20].
The latter analysis remains on a macroscopic level and follows the tracking of neutral
fractions in the PDE, as initiated in [RGHK12].

It is an immediate observation that the Ornstein—Uhlenbeck process is independent
of the speed c. This is indeed due to our choice to scale the speed of change ¢ by the
standard deviation o in (1.1) and (1.2). This is to say that the speed of change is
measured relatively to how many units of standard mutational deviation are shifted
per time unit. With this scaling, the lag load ¢?/2 is independent of the mutational
variance rate o2. In particular it does not vanish as the mutational variance goes
to zero.

Although we cannot handle the long time asymptotics with our methodology, we
can still notice that the stationary distribution of the backward Ornstein—Uhlenbeck
process is another Gaussian distribution centered at the origin, with variance o /2.
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Hence, individuals sampled at time 7" come from ancestors that were close to being
optimal in the past, but not representative in the distribution at that time (see also
Figure 1.1).

Notice that in the extreme case of a vanishing variance ¢ — 0, a simple long
time scaling s = os in the SDE (1.3) makes it close to the deterministic ODE
dYy = —Y,ds'. The solution of the latter equation converges in long time to 0.

This study shows how important it is in ecology or agriculture to preserve the trait
diversity, as the subpopulation with the majority trait may not be the one ensuring
the survival of the species in case of environmental shift. In cancer therapy or for
understanding antibiotic resistances, our results show that the eradication of such
majority trait with gradual effects of drugs or antibiotics may not be enough to fight
against the persistence of tumors or bacterial strains. We also refer to [GDC*18] for
similar consideration in experimental evolution.

The proof of Theorem 1.1 is now sketched. Our approach mixes here two points
of view based on the stochastic individual-based model: on the one hand, the spinal
approach as developed for branching diffusion in [BDMT11, HH09, HR17, Mar19a,
Mar19b] and on the other hand, the historical processes, as introduced in Dawson and
Perkins [DP91, Per95, Per02] and Dynkin [Dyn91], and then developed in Méléard
and Tran [MT12| (with a correction, see [Klil4, Tral4]).

The historical process taken at a time ¢ describes the history of each individual in
the population stopped at time ¢. Since the individual death rate depends on the total
size of the population, the historical process cannot be reduced to an accumulation of
independent trajectories. Nevertheless, assuming that the initial condition converges
to the stationary solution of (1.2), an important step in our approach is to replace
(up to a negligible error that we can control) the nonlinearity in the stochastic pop-
ulation process (the total number of individuals) by the mass of the stationary dis-
tribution. The birth-and-death process with diffusion becomes a branching-diffusion
process and computation becomes rather easier. By coupling techniques, we can
therefore capture the dynamics of the historical process using reasoning proper to
branching-diffusion processes and we can easily prove in this context formulas based
on the so-called many-to-one formulas describing the distribution of the ancestry
(in forward time) of a typical individual in the population living at time T, as it
is done in a general context in [Mar19b] with a more complicate proof (since more
general). Furthermore, the coupling also allows to justify the use of the well known
spinal theory to obtain the law of an individual chosen uniformly at random at
time 7.

The process that we obtain involves the expectation of the number m(t, z) of
individuals at time ¢ issued from one individual with trait x. This quantity is obtained
as expectation of an additive functional of a drifted Brownian motion and can be
explicitly computed by tricky arguments based on Girsanov transform and inspired
by [FPY93]. Note that this computation allows to obtain the explicit value of the
solution of

2

2 2
(1.4) om(t,x) = %8§xm(t,$) —oco,m(t,x) + (1 - % - HFH1> m(t, x)

mo(x) = 1.
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The many-to-one formula allows to characterize the forward lineage dynamics as
obtained from an auxiliary non-homogeneous Markov process. In this specific case,
we obtain the exact trajectory of the trait lineage and prove that they are Gaussian
at any time. The last step consists in using the results by Haussmann and Par-
doux [HP86] on time reversed diffusion processes. We prove that the time reversed
paths are Ornstein—Uhlenbeck processes attracted by 0 as stated by Theorem 1.1.
This proves how the genealogical tree is strongly unbalanced in our case, as observed
in Figure 1.1.

For alternative points of view, let us mention that there has been a large literature
related to our work. First, there has been a considerable amount of studies dealing
with simple models of waves advancing in a fitness landscape and in an asexual
reproducing population, starting from the seminal papers [KLRT97, TLK96], see
also [RWCO03] for a similar model with a nonlinear diffusion operator. In these mod-
els, the trait is the fitness itself (i.e. the growth rate per capita) centered by its
average on the population, so that new mutants can outcompete the resident popu-
lation if their fitness is higher than the mean. We also refer to analogous studies in
the absence of deleterious mutations, by [DFMO07] (including experimental evidence
supporting the theory), [BAD07] in the context of oncogenesis, and [PSK10] for a
review article. Mathematical results in this direction were obtained in [DM11], then
[Sch17a]. Several authors also investigated the structure of the genealogies in sto-
chastic models, exhibiting coalescent structures.

For coalescent processes in modelling genealogies for populations without compe-
tition or interaction non-linearities, we refer to [Ber09] for a review. For directed
selection, when the population at later stages is issued from individuals at the tip
of the wave, strongly asymmetric genealogical trees arise (see [BBS13, BDMMO7,
BD13, DWF13, NH13, Sch17h]).

In [LBP*21], the genealogies in an adaptive dynamics time scale are described with
a forward-backward coalescent process. For structured populations with competition,
other approaches include the look-down processes [DK96, DK99, EK19] or the tree-
valued descriptions as in [BGK*21, GPW09, KW19]. Let us emphasize that, here,
we focus on typical lineages rather than coalescent analysis. This is left for a future
work.

Finally, let us cite other mathematical contributions with spatial displacement and
competition local in space (contrary to (1.1) where it is global in trait) [ABR17,
BDNZ09, LDH*09, PL04]. However, these studies focus on the ability of the species
to keep pace of a climate change, i.e. the conditions of persistence for the species,
rather than on lineages dynamics.

In Section 2, we introduce and study the individual-based stochastic measure-
valued process underlying the PDE (1.2). The stationary solution of this PDE, which
will play a central role in what follows, is also carefully detailed. The stochastic
processes associated with (1.2) are non-linear because of the competition term.
However, when the initial condition is close to the equilibrium, a coupling with a
linear birth-death process (with a time-varying growth rate) is possible. This coupling
holds for the trait distribution at a given time 7" but also for the historical picture, i.e.
for the ancestral paths of the individuals alive at T". This is explained in Section 3. For
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the linear birth-death process, we can apply a Feynman-Kac formula. This, together
with fine stochastic calculus techniques, allows us to compute the exact solution
of (1.4). In Section 4, we use a many-to-one formula together with the expression
of my(x) obtained previously and the coupling of historical processes to obtain the
approximating stochastic differential equation (SDE) satisfied by the ancestral path
of an individual chosen at random in the population at a given time 7. This SDE
is non-homogeneous in time but its time-reverse SDE is a simple time-homogeneous
Ornstein—Uhlenbeck process.

2. The partial differential equation and the population
process in the moving framework

2.1. The underlying measure-valued stochastic process

As explained in the introduction, we are interested in the dynamics of the popula-
tion density in the moving framework. We have seen that it is given by (1.2). This
equation is well posed. Existence of a weak solution will be obtained from the study
of the underlying stochastic process and uniqueness by use of the associate mild
equation.

Let us introduce the stochastic process associated with Equation (1.2). On a
probability space (2, F,P), we consider a random process (Z/*);cr, with values in
the set of point measures on R, and defined by

(2.1) zf = [1< > dxiq,s
ieVK

where VX is the set of labels of individuals alive at time ¢ and where X*(¢) denotes the
position of the i*" individual at time ¢. Individual labels can be chosen in the Ulam—
Harris—Neveu set Z = U,enN" (e.g. see [LGO5]) where offspring labels are obtained
by concatenating the label of their parent with their ranks among their siblings.
Note that the size N/ of the population at time ¢ satisfies N = |V,| = K{(ZFK 1),
where the brackets are the notation for the integral of the constant function equal
to 1 with respect to the measure ZX (dx). More generally, for a finite measure y and
a positive measurable function ¢, (i, ) = [p w(z)u(dz) denotes the integral of ¢
with respect to u. For p(z) = 2P, we will write with an abuse of notation (u, 2?) for
o a7 pu(d).

In the sequel, we will denote by M g(R) the set of finite measures on R equipped
with the topology of weak convergence. The process Z% belongs to D(R,, Mr(R)),
the space of left-limited and right-continuous processes with values in Mp(R), that
we equip with the Skorokhod topology (see e.g. [Bil13]).

When time varies, the process (Z[)cr . defines a Markov process whose transitions
are as follows. For an individual at position z in the population of N individuals,
its birth rate is 1 and its death rate is 2?/2 + (N — 1)/ K. Between the jumps, the
positions X*(t) behave as drifted Brownian motions o B; — cot started at their
positions after the jumps. All individual birth and death events and the diffusions
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between jumps are independent but the interaction between individuals to survive
is modeled at the individual level by the additional death rate (N —1)/K.

Following Champagnat-Méléard [ChaMO07], we can construct the process ZX as the
unique solution of a stochastic differential equation driven by a Poisson point measure
and Brownian motions indexed by Z (see Appendix A.1). From this representation,
and using stochastic calculus for diffusions with jumps (e.g. [I[W14]), we can derive
the following moment estimates, proved in Appendix B:

LEMMA 2.1. — We assume that the initial condition ZJ* satisfies for e > 0 that:
2+e 1+4€
(2.2) sup E (<Zé(, 1> i ) <400 and sup E <<Z§(,x4> i ) < +00.
KeN* KeN

Then, for any T' > 0, we have

(2.3) sup E ( sup <ZtK, 1>2+6> < 400

KeN* t€[0,T]

and sup E (

1+e/2
sup <ZtK,£L‘2> /> < +00.
KeN*

te[0,7)

It is also standard to write the semi-martingale decomposition of the process
((ZE, ©))ter, for a function ¢ € CZ(R), under the assumption (2.2):

(24) (2f.¢) = <ZOK 0)
w0 3= (250) w0 - oo (0 + G o)} 2 ) ds 4 01

where the process M%% is a square integrable martingale with predictable quadratic
variation process given by

(2.5) (M*#) = K/ / {(1 + = + (25, 1>> ©*(z) + 02(¢’)2(x)} ZK (dx)ds.

In the next section we will need a mild version of this equation. To do that, we
introduce the semigroup (P,)cr, of the process 0 B; — cot and we define, for a fixed
t > 0 and for ¢ € CZ(R),

(26) ¢<87 I‘) = Pt,SQO(LU)-
Using the trajectorial representation of ZX (cf. Appendix A.1) and integrating these
functions, we show in Appendix A.3 that:

27 (Zf )
= (ZE, Pp) + //(1—— (¥ 1>> Prwp(w) Z5(dx) ds + MI#,

where M, K¢ is a square integrable martingale computed explicitly in Appendix A.3.

THEOREM 2.2. — Let us assume that the initial condition (Z[*(dz))x satis-
fies (2.2) and that (Z¥(dx))x converges in probability (weakly as measures) to the
deterministic finite measure &y(dx). Let T > 0 be given. The sequence of processes
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(ZE)ieo, 1) converges in probability and in L2, in D([0, T'|, M ¢(R)), to a deterministic
continuous function (&,t < T) of C([0,T], Mp(R)), satisfying for each t > 0 that
(&,1 + x?) < +oo which is the unique solution of the weak equation: ¥V ¢ € CZ(R),

(2.8) (&)
= (&, @) + /ot/R {(1 — ;xQ — (&, 1>) o(x) — oep'(x) + 024,0”(@} &s(dr)ds

More precisely:

(2.9) hm E (sup ‘<ZtK, <p> — (&, <,0>‘2> = 0.

K—o0 t<T

Moreover, for any t > 0, the measure & is absolutely continuous with respect to
Lebesgue measure and its density f(t,x) is solution of (1.2) issued from &p.

Proof. — We break the proof into several steps.

Step 1: Let us first prove the uniqueness of £ solution of (2.8). For a test function
(UNS Cbl ’2(R+ X R) of s and x, we have by standard arguments that:

(2.10) (&, (t,.) = (o, ¥ +/ /{ 05 (s, x)

st @,Qw >—m@wa@+2%ﬂ@wﬁ@@mw

Now, we define for a fixed ¢ > 0, for ¢ € CZ(R), the Cbl’Q(Rer) function 1! by

(s, z) = E, (go (Yis) exp (— / fdu)) ,

where Y is the drifted Brownian motion dY; = o(dB; — c¢dt). Then
(211) 0, (') (s,) + (1 -t )) (s, 2) — ocd, (4) (s, 2)

+702, (09) (52) = (1~ {6 1) ¥ (s, )

since E,(¢(Y;_s)) is solution of the backward “heat” equation. Noting that ¢ (¢, z)
= p(z), and coming back to (2 10) with this function, we obtain

(&, ) = 50, 0, / / — (&, 1) W' (s, )&, (dx) ds.

Notice that if ||¢]lec < 1, then [|9'(s,.)]lc < 1. By a Gronwall argument we
easily prove (see for example Fournier and Méléard [FMO04]) that two solutions in
C(]0,T], Mp(R)) of this equation started with the same initial condition coincide.

Since the transition semi-group (F;) of the process (Y;) is absolutely continuous
with respect to Lebesgue measure for any ¢ > 0, we also deduce by using Fubini’s
theorem that the same property holds for &. Then we write

&(dr) = f(t,x)dx

and the function f is the unique weak solution of (1.2) issued from &.
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Step 2: The proof of the convergence is obtained by a compactness-identification-
uniqueness argument and the tightness is deduced from the uniform moments ob-
tained in Lemma 2.1. It is postponed in Appendix.

Step 3: Since the sequence of processes is proved to converge in law in

to a deterministic function, it also converges in probability. The limit is continuous
in time and thus the convergence is also a uniform convergence (see [Bill3, p. 124]).
Then we have proved that for any 7" > 0, for any continuous and bounded function
@, for any € > 0,

im P <sup‘<ZtK,gp> - (ft,@‘ > 8) =0.

|
K—oo t<T

Moreover, uniform moment estimates yield uniform integrability and then we also
have (2.9). O

2.2. A unique positive stationary distribution

For Equation (1.2), computation is simple and the existence and explicit value
of a stationary state are easy to obtain. Uniqueness is more delicate. In the next
sections, we will be interested in considering as initial condition &, the stationary
state of Equation (1.2).

PROPOSITION 2.3. — There exists a unique non zero positive stationary distri-
bution of (1.2) if and only if
2

¢ o
2.12 —+ - <1
(2.12) 5 T3
In this case, the equilibrium is given by

A (z +c)?
2.13 F(z) = exp| ———— |,
(213) )= ara p( %
with

A o

2.14 Flli=\=1-—— — =,
(21 L

Let us note that under Condition (2.12), the population will persist in long time
and its long time density admits a mode in —c. This value differs from the optimal
trait 0, which can be interpreted as a lag in the adaptation to environmental change,
see Figure 2.1. Indeed, in long time, the solution u of (1.1) behaves as F'(z — cot)
optimal at —c + cot.

Proof. — The announced proposition can be obtained from general results in the
literature, as the ones of Cloez and Gabriel [CG20]. We give here a simple proof.
Deriving twice the function F' defined in (2.13) and replacing in (1.2) proves that

2 !
(2.15) TP 4 coF' + (1 et / F(y)dy) F—o
R

TOME 5 (2022)



740 V. CALVEZ, B. HENRY, S. MELEARD & V.C. TRAN

Density of F
015 020
| |

010
|

005
|

000
|

Figure 2.1. Density of the stationary solution F of (1.2). The mode of this
density is —c¢ = —1 here, and the variance of F' is 0 = 0.32, so that A = 0.34.

ifand only if A\ =1 — % — 5. Then under this condition, F'is a stationary state.

Let us define the operator A on CZ(R) by
o? 1
A¢p = —?¢H —cod’ + 5352 P,
for ¢ € CZ(R,R). Then F is solution of AF = oF, with « =1 — [ F. Let us also
notice that if F' is defined as F but replacing in (2.13) ¢ by —c, then A*F = oF. Let
us now consider (i, ) a solution of Ap = up for a positive function ¢ satisfying
|l = A Then we have

/Agoﬁ—/A*ﬁ’gon:/(u—a)cpﬁ,

with positive functions ¢, F and then = q.

Let us now prove that ¢ = F. Straightforward computation with ¢ = /I ¢ yields

o® (VF — oF")”
Ay — =—-————<0.
Further, we note that
[ A6 = [wAF =a [vF.

Setting D = —%2%730}?/)2, then [ DF =0, with DF < 0 and we deduce that D = 0
(since D is continuous). Then we obtain ¢'F = ¢ F” and finally that (\/%)’ = 0, which

implies that ¢ and F' are proportional. Since they are both positive with the same
L' norm, they are equal. O

The next corollary is then an obvious consequence of (2.9).

COROLLARY 2.4. — Let us assume that the initial measures Z{* converge weakly
to F'(x)dz when K tends to infinity, then for any continuous and bounded function ¢
. K 2 o

(2.16) lim E (33 (2, 0) — (F, )| ) = 0.
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3. Feynman—Kac approach for an auxiliary
branching-diffusion process

3.1. Coupling of the process Z¥ with a branching-diffusion process

Let us assume in all what follows that the initial measures Z weakly converge to
F(x)dx when K tends to infinity as in the Assumption of Corollary 2.4.

As explained in introduction, we are interested in capturing the genealogies of our
particle system. Recall that the ancestral lineage or past history of an individual
living at time T consists in the succession of ancestral traits: it is obtained by the
concatenation of the (diffusive) paths of this individual with the path of their parent
before their birth, then with the path of their grand-parent before the birth of their
parent etc. To sum up, the lineage of an individual alive at time T is the path
that associates with each time ¢ < T the trait of its most recent ancestor at this
time. Because of the interactions between individuals, the shape of the lineages
of living individuals reflects the competition terms in the past, with lineages that
might be extinct. Thus, obtaining an equation describing the ancestry of a “typical
individual” chosen at random in the population at 7' is difficult to obtain. See for
example the developments of Perkins [Per95] but with assumptions that exclude
logistic competition or see the attempts in [MT12]. Corollary 2.4 suggests us to
replace the logistic interaction term (ZX 1) by the constant ||F||; = [ F(x)dz. The
new process is a much more tractable branching particle system.

Therefore we couple ZX with an auxiliary measure-valued process (Z[);s¢, started
from the same initial condition Z/* and with the same transitions, except that the
logistic term is frozen at A = ||F'||; (see Appendix A.1).

For the auxiliary process, (2.4) becomes, for any ¢ € CZ(R),

(31) (ZF,¢) =(ZF )
t 1 2 ~ —
+/ / {(l — §x2 — A) o(x) — cop'(x) + 024,0”(:16)} ZX(dx) ds + M%),
0 JR
where ME# is a square integrable martingale with predictable quadratic variation
— 1 rt 2 ~
2 MK :—// 1+ 2 : 2V (2) b ZK .
B2 () = [ {1+ 5 2] 2@ 400 o) 2

Let us remark that with the same arguments as in Theorem 2.2, we can prove
that for any T > 0, the measure-valued process Z¥ converges in D([0, 7], M#(R))
uniformly and in probability to the unique weak solution (&, > 0) of

(3.3) 0,8t x) = U;Ag(t,x) + ot 7) + <1 - ;xz - /\) £(t, 7).

starting from the initial data £(0, #) = F(x). By an analogous argument as previously,
the measure & has a density for any ¢ > 0 whose uniqueness is classical. Further F'
is also its unique positive stationary distribution (with given norm). We also have a
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similar convergence as in (2.16): for any continuous and bounded function ¢,

. ZK _ 2\ _
3. Jm E (sup (28,0 - (R 6)f') =0

As an immediate corollary, we can couple the process Z% and the branching-
diffusion process ZX, using that

(2E0) = (2E0)| < [(Z5.0) — (R + (2 0) = (Pl

PROPOSITION 3.1. — Assume that the initial conditions (Z{)x satisfy (2.2) and
that Z[ KL> F'. Then for any continuous and bounded function o,
—00

. K /oK 2\ _
Jm B (sup|(z8. ) - (2E.0)[') =0

We can now work with the process (Z/)io. The main improvement with this
process is that the nonlinearity has been tackled. Therefore the process satisfies
the branching property and we are authorized to use some classical tools for these
processes.

3.2. Coupling of the historical processes

Until now, we described the evolving distributions of the trait, but the individual
dimension is lost when the population becomes large. In the sequel, we will also
investigate the large population dynamics of the historical processes, which at a time
t describes the trait ancestry of individuals alive at that time. Recall the definition
of the lineage of an individual given in Section 2.1. For an individual i € VX, let us
define their lineage X*. In (2.1), the labels are taken in the Ulam-Harris-Neveu set
7 and we can define by < the usual partial order on Z: j < ¢ means that j € 7 is the
ancestor of ¢ € Z i.e. that there exists k € Z such that ¢ = (j, k), the concatenation
of the labels j and k. If the individual ¢ € VX was living at time ¢, then X(¢) still
denotes the position of 7 at . But if the individual ¢ was not born at time ¢, then,
X(t) = X’(t) where j < i is the most recent ancestor of i living at .

Since an offspring inherits their parent’s trait at birth, and since the trait evolves
continuously according to a diffusion during an individual’s life, such lineage is a
continuous function. The path is extended after time ¢ by the trait value at time ¢,
so that this continuous function can be defined from R, to R (and not from [0, ¢] to
R).

Here, we will adopt the approach developed in Dawson and Perkins [DP91] or
Méléard and Tran [MT12]. Let us define the historical process HX as the following
cadlag process with values in Mp(C'(R.,R)):

where (X!,,, s € R,) is the lineage of the individual i € V. To investigate
the asymptotic behavior of this process, we introduce (as in Dawson [Daw93] or
Etheridge [Eth00]) the class of test functions on paths of the form: Vy € C(R,R),
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(3.6) ely) = f[lgj (41,)

formeN" 0=ty <t; < - <tpandVje{l,--,m}, g; € CZ(R,R). As proved
in [Daw93]|, this class is convergence determining.

If y is a continuous path stopped at time t (as the trajectories chosen according
to HEX(dy)), then

m m—1 k m
o(y) = 1:[ 9j (ytj /\t) = z_: Ly ) (2) (1:[ 9j (Z/q) _1_[ 9j (yt)) )

and, we introduce:

(3.7) ng(t,y) = mz__: Uity by () (1:[ 9j (ytj) ( ﬁ gj) (%))

and
(38) Aop(t,y) = mz Lty 1) () (H gi (w,) A (_ﬁ gj> (ya) :

With this notation, the next lemma is obtained by a direct adaptation of the results
in [ChaM07] and can be founded in Appendix:

LEMMA 3.2. — Assume that
2+e 1+¢
sup E <<H§( 1) + (Hg (dy), ) )

KeN*
= ;16115* E (<Z§<, 1>2+E + <Zg(, I4>1+€) < +00.

For ¢ defined in (3.6),

(Hf ¢) = <H5<7s0>+/0t /C(]R . (‘7;&0(87?;) — acD(s, y)
(3.9) I

2
# (1 - (1)) o)) ) s+

where M[¥ is a square integrable martingale with predictable quadratic variation
process:

(3.10) (M)
= [1(/075 /C(RHR) <<1 + yj + <H5Ky 1>> ©*(s,y)+0’ (5@(5,34))2) HE (dy) ds.

We extend here the mild formula (2.7). For ¢ > 0 fixed, for m € N*, 0 <t < ---
<tmandVje{l,---,m}, g; € CZR,R), we define for 0 < s < t and y € C(Ry,R)
a generalized version of the semigroup as
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m—1 k m
(3.11) V) = 2 D (9) (]:[ gi (m,) S"+™ ( II gj) (s,ys)) :

j=k+1
where

St(g)(s,2) = E, <g (Vies) exp (- /OH ?du)) and Vi=x+0 (B, —ct).

Note that 1'(t,y) = ¢(y) and that

Y2 o2~ N
—§¢t(s, y) + 0" (s, y) + gﬁy@/}t(s, y) — ocDy'(s,y) = 0.

The next lemma follows from this property and from Appendix A.2 (see (A.5)
and (A.7)).

LEMMA 3.3. — Under the same assumptions as in Lemma 3.2,
(312) (H[ )

t

= (H (), o' .Y+ [

[y (L (HE 1)) 04 ) HE () ds + RS

where R, is defined for u < t by:
K _ - t i i -
(313) Rl = [ 3 o0 (s xtg)ai+ = [ [ Mievr)

V' (5, X{pg)) Dpery — ¥ (5, X 1y)) 1 (xi) N (ds, di,d) ,
{1<9<1+‘;+<HS{<_,1>}

where N (ds, di,df) is the compensated martingale measure associated with the Pois-

son point measure N (ds, di, df) of intensity dsn(di) df, where ds and df are Lebesgue

measures on R, and where n(di) is the counting measure on Z (see Appendix A.2).

For any T > 0, there exists a positive constant Cp such that for all 0 < s <t T

(3.14) E (sup (szt)2> < C;?

u<t

Proof. — Using Lemma 2.1 and noticing that (HX 1) = (ZK 1) and (HE y?) =
(ZE 2%), we have for any T' > 0 that

(3.15) sup E ( sup <HtK, 1>2+€ + <HtK(dy), yt2>1+5/2> < +00.
K>1 te(0,7)
Using (A.5) in Appendix A, we can write (3.12)-(3.13). The process ¢ — R/, is not

a martingale, but the process u th, defined for v < ¢, is a martingale. Then we

can apply Doob’s inequality and write
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“ u (R5)) <

ll(]E (/Ot /C(R%R)((l + yf + <H§, 1>> (¢t)2 (s,y) +0° (awwt(s,y)f) HE (dy) ds) :

The function ¢ defining ' being bounded, we can conclude with (3.15). O

As in the previous section, we can freeze the nonlinearity in the competition
term to A and couple the historical process H K with the historical process H¥
associated with the process Z¥ (this coupling can be done using the same Poisson

point measures, Brownian motions and initial conditions as for ZX and Z%, see
Appendix A.2).

PROPOSITION 3.4. — Assume that (2.2) holds and that Z[X KL> F'. Then for
—00

any continuous and bounded function ¢ of the form (3.6),

Kl_lgl_ooE (sup ‘<HtK, <p> — <ﬁtK, g0>‘2> = 0.

t<T

Proof. — Using Appendix A.2, we have for HX a similar decomposition as (3.10)
with (HX, 1) replaced by A. We now use the mild equation (3.12) for H® and the

analogous equation for HY, involving a term }éth similar to (3.13) but with again
(H[E 1) replaced by A. Recall that both processes are built on the same probability
space with the same initial condition. For M > 0, let us introduce the stopping times:

ol =t {t e Ry, (HE1) = (251) > M),

(3.16) and ;ﬁ:inf{t€R+,<EK71> = <ZK1> >M}’

Let £ > 0 be fixed. Because the processes ((ZX,1));er, and ((ZF,1))cr, converge
to deterministic continuous and bounded processes, there exists M = M(e), inde-
pendent from K, such that

P(riAf <T) <e.

Then, using (3.12) for a bounded cylindrical test-function ¥ as in (3.6):
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(HE  porer0) = (5 o)
oK AT
< /OtA o /C(R+ R) (1 - <HsK’ 1>) W' (s,y) H (dy)ds

t/\TM/\‘rM
- 1—A HE (dy)d
L e O N ) HE dy)is

+|RY

tATISATE & + ’Rt/\TM/\TMt

U= s (HE ) = HE ), )] ds

]
+/WMMM (221 - A\ < | (X (dy),w'(s,9))| ds
s [ RS A

<=l el ) supH S s — B gty @0
+ Tl §gl;1<25’1> . +supIRWMMMt +oup R e ]

where ||.||7v denotes the norm in total variation. Taking the supremum with respect
to ¢ of the form (3.6) and with norm ||¢|l« < 1 in the left hand side, and then
taking the expectation, we have by (3.14):

sl

t
7K
g ‘1 - )\| /0 ]E (Sup H uATKA;M Hu/\TM/\ T

(sup HH — HE

o<t /\TM/\TM s/\TM/\TM

) ds
TV

+TME<§2$‘<ZK > )\‘>+2 C}?

Using Gronwall’s lemma:

o<t S/\’T‘M /\TM S/\TM A TM

(sup HH — HX

")
< (TME<§1$’<Z§ 1) — )\D +zﬁ) AT

Then, note that

(317 <supHHK HKH> (supHH s

KA
t<T t<T ™ 7-M

)
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+ \/]P (TEANTE < T)J 2E (sup (ZK, 1)2 + <ZtK, 1>2>

t<T

< (TMIE (fg? (1) — AD n 2\/?) GI-AIT

+ \/g\l 2supE (sup (ZE 1) + <ZtK, 1>2>,

K>1 t<T

for M > M.. Then, choosing K sufficiently large, the first term in the right hand
side is upper bounded by a constant times ¢, by (3.4). This, with (2.3), concludes
the proof of Proposition 3.4. O

3.3. Feynman—Kac approach for the law of the branching-diffusion
process

As the process (ZtK ,t < T) is a branching process without interaction, the genealo-
gies started from the initial individuals evolve independently from each other, with
the same law. It follows that

E[(ZF,¢)| = [ Bs. [(Zi¢)] 2 (o).

where Z is a branching process satisfying Equation (3.1) started from Zy = 6,. For
the reasons mentioned above, we consider from this point a particle system starting
from a single particle with trait z.

The formulas/theory used below come from [KLPP97, LPP95] further developed
for instance in [BDMT11, Clo17, HH09, Mar19b|. Here we give original and simpler
proofs.

LEMMA 3.5. — Let ¢ in Cy(R). Then, for any positive time t, for any x € R, we
have

_ t 1
(3.18) Es, [<Zt, g0>} =E, [exp (/ <1 —-X2 - /\> ds) gp(Xt)} :
0 2
where X is the drifted Brownian motion
(3.19) dX; =0 (dB; —cdt).

Proof. — Let us give a very simple proof based on It6’s formula.
Let us first note that the measure v (dy) = Es, (Z;(dy)) defined for any ¢ in
Cy(R) by
(v, ) = K, [<Zt790>}
is the unique weak solution of
Oy = Avy + ocOpvy + (1 — %2 — /\> vy
vy = 0y

(3.20)

Indeed, it is enough to take expectation in (3.1). Uniqueness of such a solution
has been proved in Theorem 2.2.
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Let us now show that the right hand side term of (3.18) also satisfies (3.20).
Uniqueness will yield the result.
Let ¢ in CZ(R) and apply Itd’s formula to the semimartingale

¢
exp (/ (1 _ 1 2 )\) ds) o(X3).
0 2
We have

exp (/Ot <1 — ;XSQ - )\) ds> o(Xy)

t s 1
=p(Xo)+ | exp </ (1 — §X3 — )\> du> o' (X,)dBs
0 0

t s 1
+ [ exp (/ (1 — X2 )\> du)
0 0 2

{(1 _ ;Xf _ )\) o (X,) + 022 o (X)) — o (XS)} ds.

Taking the expectation, we obtain that

(3.21) E, [exp (/Ot (1 - ;Xf - A) ds) o (Xt)]

=p(z)+E, [/Otexp</os (1—;X§—)\)du)

X {(1 - ;Xf - A) p (Xs) + 022 ¢"(Xs) —coy (Xs)} dS] :

If we define the measure y; for any test function ¢ € CZ(R) by

(e, 0) = E, {exp </Ot <1 — ;XSQ — /\> ds> © (Xt)} ,

we obtain from (3.21) that

2

(he, 0) = {0z, ) + /Ot <u57 (1 - f - A) o(z) + % ¢"(z) — co go'(x)> ds.

This proves that the flow (u;, ¢ > 0) is a weak solution of (3.20) and the conclusion
follows by uniqueness. O

COROLLARY 3.6. — Let us define for any t > 0 and x € R the expectation of
the number of individuals at time t in the branching process Z; started from one
individual with trait x,

(3.22) mi(z) =By, ((Z:,1)).
Then we have
(3.23) my(x) = E, {exp </Ot (1 - ; 2 /\> ds)] :

We deduce that the function (t,z) — my(z) belongs to Cy>°([0,T] x R).
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Proof. — Equation (3.23) is obvious by applying Lemma 3.5 to ¢ = 1.
Since the process X is a drifted Brownian motion, we can write

my(x) = Ey {exp (/Ot <1 — ; (z+ X,)? — /\> ds)] :

Lebesgue’s Theorem allows us to conclude. 0

Remark. — From (3.23) and Feynman—Kac formula (see [Fey05, Kac49, Kach1]),
we deduce that the function (m¢(x),z € R,t > 0) is the unique strong solution of

2

(3.24) { Om = %G O0yem — 0cOpm + (1 -z - )\) m
mo(z) = 1.

Let us also note that (3.24) and the stationarity of F' (see Equation (2.15)) imply
that t — [ my(x)F(z)dx is constant and then

(3.25) /R my(z)F(x)de = /]R F(x)de = \.

Our aim is now to generalize (3.18) to trajectories. In what follows, for a time 7T,
we label individuals by i € ‘N/T where f/T denotes the set of individuals alive at time
T and started from one individual with trait x at time 0. For a time t < T', we will
introduce the notation X' “(t) to denote the historical lineage of the individual i € Vr
at time ¢.

LEMMA 3.7. — Let ¢ in Cy(R). Then, for any positive times t and T' such that
t < T, for any x € R, we have

(3.26) Es, |3 ¢ (X)| =E [exp (/OT <1 - ;Xf - >\> ds> o (Xt)] ,

i€Vrp
where X is the drifted Brownian motion defined in Lemma 3.5.

Proof. — The case where t = T results from Lemma 3.5. To obtain formula (3.26)
from (3.18) when ¢ < T, one can proceed as follows. For every individual i alive at
time T', and for every ¢t < T, there exists a unique j € Z such that (j,¢) belongs to
the ancestral path of . Thus, we have

Z ") ()?f) = Z Z 0j0y<@,m)e ()A(/tj) ;

i€V i€Vr jeV;
where X/ = X/ since (j,t) < (i,T). Thus,
SN L ()A(/Z) = %) (E) oLiu=)Y ¢ (Yg) N(j)er
ieﬁT jE{;t JEV: % JEV:

where N(j).r denotes the number of descendents at time 7" of an individual j alive
at time ¢ (with the convention that N(j);r = 0if j ¢ V;, i.e. if j does not exist at
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time t). Thus, denoting by (F, t € R.) the natural filtration associated with Z, we
have that

E Z 90()?;) Fi| = Z ¥ (ﬁ)E {N(j)t,T‘}—t} = Z 90(3{12) mr—y (3@)
= <Zt790mT7t>7

where m; has been defined in Corollary 3.6.
We now apply Lemma 3.5 to (3.27) for the function z — ¢(z) mp_(x). That gives

Es, [<Zt> SOmT—tH =E, [exp (/Ot (1 - ;st - )\> dS) ¥ (Xt) mr—t (Xt)] :

Then, from the expression of m; given in (3.23), one obtains by the Markov property

that
Es, [(Ze, pmr-i)] = E. [exp ( /0 ' (1 _ ;Xf _ )\) ds) o (Xt)] .

That concludes the proof of Lemma 3.7. O
We are now interested in trajectorial extension of the previous formulae.

(3.27)

PROPOSITION 3.8. — Let ¢ in Cy(R"™,R). Then, for any positive times t; < to
<...<t,<T, for any x € R, we have

(3.28) Es, | Y o(Xi, ..., X))

i€‘7T
T 1
=E, lexp </ (1 — §X52 — )\> ds) X0, CRR th)l ,
0

where X is the drifted Brownian motion defined in Lemma 3.5.

Proof. — By usual arguments, it is enough to prove the result for product functions
n
o (1, -y xn) = [T wi (22).
i=1

The proof of this result follows the same lines as the proof of Lemma 3.7 conditioning
first by Fi,, and then by F;, and so on. We leave the remaining of the proof to the
reader. ([l

Let us recall that H is the historical process associated with Z.

LEMMA 3.9. — We have that for T > 0, and for ® : C([0,T],R) — R a continuous
and bounded function and x € R:

(3.29) Es, [(Hr, @)] =Es, | Y & (XL, s<T)

iE‘7T
T 1

=E, lexp (/ (1—2X52—)\>d3>q>(X8, s<T)
0

where X is the drifted Brownian motion defined in Lemma 3.5.

Y
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Proof. — Let us consider the linear interpolation I,, : R® — C([0, T| R) such that,
forall j € {0, ..., n—1}, for all t € [{T/n,(j +1)T/n) and (u1, ... u,) € R**,

n J
(o, s ) (8) = (51 — ) (t - nT) .
Thus, we have for z € C([0,T],R),

(3.30) |[L(2(0), ..., x(GT/n), ..., o(T)) — 2|
<2 iﬂte[jT/n,(jH)T/n)UJ(i’?,T/“) = 2w(xz,T/n),

where w(x,.) is the modulus of continuity of z. Thus, the functions I,,(x(0), ...,
z(jT/n), ..., z(T)) converge uniformly on [0,7] to z, as n tends to infinity. The
result then follows from Lebesgue’s theorem, Lemma 3.8 and the continuity of x. [

3.4. Computation of m,(z)

In this Brownian framework, the function m;(z) can explicitly be computed in
different ways, as already done in Wenocur [Wen86| using the eigenfunctions of
the Laplacian operator, or more recently in Roques et al. [RPBM20] using PDE
arguments and particularly the fact that the family of Gaussian functions is invariant
by the flow associated with the PDE (3.24). We have chosen to present a proof
adapted from Fitzsimmons Pitman and Yor [FPY93|. Our result, presented in the
next proposition, is the same as the ones of Wenocur or Roques et al. but formulated
with different hyperbolic functions.

PROPOSITION 3.10. — For any x € R and t € [0,T], we have
2

1) mle) =T+ o) exp (-7 (4o + 1),

Proof. — Recall that X; = 0B; — cot (see (3.19)). By notational simplicity we
assume that the Brownian motion B starts from z, then Xy = ox and we will
compute m,(ox). Equation (3.23) gives

mi(ox) = Es, [(Z,1)] = E, [exp (/Ot (1 - ”22 (B, — cs)? — >\> dsﬂ

¢
= I NE, [exp (—02/ (B, — ¢s)” ds)] —: 7N
0

Let us compute explicitly I, the expectation appearing in the right hand side of (3.22).
Recall that our probability space is endowed with the probability measure P. Let
(FB)i=0 be the filtration of the Brownian motion B and define the new probability

Q by

(3.32)

2
fl%’ff = exp (th — %t — cx)
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using Girsanov theorem to kill the drift. Under Q, W, = B, — ct is a Brownian
motion. Hence,
2

g t 2 C2
1 :Eg exp —?/ (Bs —cs)"ds | exp | —cB, + Et—i-cx
0
o2 ot 2
(3.33) =E2 lexp <—2/ Wfds) exp (—th - §t + ca:)}
0

o2 o’ [t
=" TR lexp <—2/ W2ds — CWQ)] .
0

Now, we want to compute the expectation in this last term. We use that M, =
cW¢ —t) — "—52 = o [y W, dW, is a martingale with

t
(M), = 02/ W2 ds.
0
Let (F}Y)i=0 be the filtration of W and set:

/ 1 1 2 t oz2
L ey S
0

We have
o? [t / 1 os? | ot

(3.34) E2 [exp <—2/0 W2 ds — thﬂ = {exp (—QO'WE - th)] ez tT
On the other hand, we have that under Q’,

W{:Wt—a/otWS ds
is a Q-Brownian motion, and

Wt:U/OtWS ds + W,
is an Ornstein—Uhlenbeck process. Hence, for a given ¢t > 0, W, under Q' is distributed
as

1
N <e"tx, %; (GQUt — 1)) .

This allows us to compute (3.34). For Y a standard Gaussian random variable
N(0,1),
U2
exp (2(1—2u))
V1I—=2u ’

when u < 3. For Y any N (m, %) random variable,

E {eayz“’y} _ e(tmtma)yy <a52, 5(2am + b)) ,

U(u,v) =R [e“wwy} =

when ad? < 1/2.
Here we have m = e”'x, 6% = (¢*°* — 1)/(20), a = —0/2 and b = —c. Thus,

{a62 = —L(e¥t—1)

d(2am +b) = 7(62;;1) (—oxe™ — ),
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and applying the above computation yields for the expectation in the r.h.s. of (3.34):

/ 1
(3.35) EZ [exp (—20Wt2 - thﬂ

2 ot 2 52 ot 2

_ WB*%(O‘xe +C) e20 exp (W tanh (gt))
2 2 (oze” + ¢)?

= me% exp (—20- (1 — tanh(at))

where the second line has been obtained by using that

1
exp <—20 (02$262"t + 2cxoe’t + 2 — 02)>

= exp <—210 ((cm:e"t - 0)2 — 02>> ;

and that

620't -1
m = tanh(@’t)
Gathering (3.35) with (3.33) and (3.34), we obtain that:
c2 oa? | ot 2 2 ot 2
I =e" " 2le™2 T2 [ oot exp <_(0$620—|—C) (1-— tanh(at)))
Pt ot 2 (0z+¢)?  (oze’ +¢)?
_ -
=€ 2T [T e P ( 5 5o (1 —tanh(ot)) | .

Plugging this result into (3.22) gives:

2 ot 2
my(ox) = e(l_%CQJF%—/\)t V2 exp (ox +c) B (oxe’ + ¢)
20' 20‘

V1 + e2ot

(1- tanh(at)))

" 2 2 ot 2
= e(l—§02—2_’\)t1_i_\/;_ —— ex <(Ux2j; o _ (axezg—l— ) (1-— tanh(ot)))

= /1 + tanh(ot) exp ((02—;— o’ - (axe‘;ta—k d (1-— tanh(at))) :

where we use (2.14) and 2/(1+ e~2*) = 1 + tanh(x) for the third equality. Replacing
in the above expression x with /o yields the announced expression for my(z). O

4. A spinal approach - The typical trajectory
4.1. The spinal process

Recall that the stochastic population process is assumed to start from the sta-
tionary distribution F. We want to characterize the behavior of the ancestral
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path of an individual uniformly sampled at time 7. To this aim, the spinal app-
roach [BDMT11, HHO06, HHO9] consists in considering the trajectory of a “typical”
individual in the population whose behavior summarizes the behavior of the entire
population. The next theorem, will allow to describe the trait process along the spine
and can be found in [Mar19b] in a more general context. To make the paper easy to
read, a proof in our context is given in Appendix B.

THEOREM 4.1. — Recall that my(z) = E,(N,) has been defined in (3.23). For
T >0,z €R and ¢ a continuous bounded function on C([0,T],R), we have

(4.1) Es, | > @ (X1, s <T)| = mr(@)E, [@(Ya, 5 < T,
i€‘7T
where Y is an inhomogeneous Markov process (depending on t) and with infinitesimal
generator at time t given for ¢ € CZ(R) by
L _ — Lmyp_

my_(z)

?

where L is the infinitesimal generator of the process (X, t > 0) associated to Z and
defined in (3.19).

Note that the law of the spinal process is biased by the population size at each
time, described by the function m, which makes the process inhomogeneous. This
highlights the form of the generator given in (4.1). The next proposition allows to
relate (4.1) to the distribution of an individual chosen uniformly at random among
the population alive at time T (i.e. in the empirical distribution) when the population
is large.

PROPOSITION 4.2. — For any ® continuous and bounded,

lim E fv}K S o (XLs<T)|Xg=aVieV,

K—+o00 o
T ievk

Es, | 5 @ (X, s<T)

Z'EAV'T

m ()
where NX = K(ZX 1) and VX is the set of individuals alive at time T.

Proof. — By the branching property, the trees started from each of the K individ-
uals with trait x are independent with same law. Then by the law of large numbers,
the two sequences

N > @()?;,ng)
Niff 0d ieVK
k), ° K

converge almost surely respectively to mr(x) and

K
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The result follows. ([l
Notice that a corollary of Theorem 4.1 and Proposition 4.2 is that:

COROLLARY 4.3. — When (Z£) satisfies (2.2) and converges weakly and in
probability to the measure § when K — 400,

HE &
(4.3)  lim E,x <~T7>
K—+o0 0 <H7{(’ 1>
. 1 i _ K
= lim E N?(Z ®(Xi s<T) Z 05 = K74
ZEVT{( ZEVOK
_ Jemr(@)Eq [P (Ys, s < T)]&o(dx)
Jr mr(2)&o(dx) ’

where Y is the process with generator (4.2).
The explicit computation of m,(x) yields the generator of Y

PROPOSITION 4.4. — The generator of the spine Y describing in forward time
the path of particle chosen at random in ij( is given for x € R and 0 <t < T by

2

(44)  Gif(2) = S f"(2) — oxtanh(o(T — 1) f'(2) -

oc

cosho(T — 1)) &)

Proof. — We have

mT7t<5U)gtf(m)

= % ) (0) = () o) = 1 (Gt = om0

=5 (@m0 (@) + mr(@) " (2)) — comr_i(z) f'(2).

Since, by a derivation of (3.31),

Oemy(x) = (— (x + ce“’t> (14 tanh(ot)) + 2 + c) my(z)

Al |

( — ztanh(ot) — ¢ <€_Ut(1 + tanh(ot)) — 1) )mt(x),
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we obtain that for z e Rand 0 <t < T,

Gf(z)
= %f”(:p) +o (—x tanh(o(T —t)) — ¢ (cosh(a(lT )~ 1)) f(z) —ocf'(x)
o? 1

f"(x) — oxtanh(o(T —t)f'(x) — oc

T2
Let us highlight that

gf:";f”—axf', for |T'— ¢ >> <
Gf ~ ";f”—acf’, for |T —t| << 2.

We have two regimes depending on the distance between ¢ and the final observation
time T'. For a small ¢ and large T, the generator is close to the one of an Ornstein—
Uhlenbeck process fluctuating around 0 and for ¢ close to 7', the generator is close to
the one of the drifted Brownian motion Y driving the population to the neighborhood
of —c, as observed in the simulations.

At this point, we can give the law of the history of an uniformly sampled individual
when the initial condition was F'. From the explicit value of the generator given
in (4.4), one can deduce that there exists a Brownian motion (B;); independent of Y;
such that for 0 <t < T, the process Y satisfies the stochastic differential equation:

oc

(4.5) d¥y = —otanh(o (T —)Vidt =

PROPOSITION 4.5. — The Markov process Y with generator (4.4) is a Gaussian
process which can be expressed explicitly for 0 <t < T':
cosh(o(T —t))
cosh(oT)

t:

Yo + ccosh(o(T — 1)) tanh(o(T — t)) — tanh(oT))

(4.6) B,

cosh(a(T — s))

+ o cosh(o(T —t)) /Ot

Proof. — Because (4.5) looks like an Ornstein—Uhlenbeck process, we define for
allt < T,

(47) Zt _ €f0 o tanh(o(T—s)) dsn‘
Applying 1t6’s formula to (4.7), one obtains that:

(4.8) Z, =

t oc s t s
Y, — / f o tanh(o(T—u)) dud / f o tanh(o(T—u)) dudBS.
*Jo cosh(a(T—S))60 ot 0o 77

Since the primitive of tanh(x) is log cosh(x), we obtain that:

(4.9) /Otatanh(a(T —s)) ds = {— log cosh(o (T — S))K) = log < cosh(oT) ) :

cosh(o(T —t))
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Thus, it is possible to rewrite (4.7) as

cosh(oT)
4.10 Zy = Y,
(4.10) "7 cosh(o(T —t)) "
and we obtain moreover from (4.8) that

t  occosh(oT) t  ocosh(oT)
7, =Yy — / d / dB,
Y cosh?(o(T — s)) ot o cosh(o(T — s))

411
(4.11) dB,

o(T —s))’
by using that a primitive of 1/ cosh?(z) is tanh(z). Equations (4.10) and (4.11) give
the announced result. 0J

=Yy + ccosh(oT) [tanh(o(T — SMZ + o cosh(oT) /Ot "

2. Return to the initial population process

The spinal process Y obtained in Theorem 4.1 and with generator given in (4.4)
is associated to the auxiliary branching-diffusion process ZX. We have now to prove
that it is close to its analogous for the initial population process Z¥. By Corollary 3.1,
we know that when we start from the stationary measure, these two processes are
uniformly (in time) close when K is large, at least on a finite time interval. From

this fact, we can obtain a similar result for ZX as the one enounced for ZX in
Corollary 4.3.

PROPOSITION 4.6. — When (ZL) satisfies (2.2) and converges weakly and in

probability to the stationary measure F defined in (2.13), then for any ® continuous
and bounded,

H§,<b>
412)  lim B (HF,2)
Rl T
1 —.
= lim E|—- 3 ®(X,, s<T)| > 05, =KZ
Koo N{“( ieVK ( ) ieVE
F(z)d
:/mT o (Y, s<T) <”;) <

Proof. — The right expression is obtained from Corollary 4.3 with £, = F' and by
using (3.25). Let us consider £ > 0. It is possible to find a cylindrical test-function
¢ of the form (3.6) such that:

(4.13) sup [ @(y) — p(y)| <&
yeC(R+7R)
By (4.3), the right hand side of (4.12) is the limit when K tends to infinity of
HE @
(4.14) — Y O (XY s<T)| Y by = KZJ | = Egp <NTK>
T uGVK ZGVK <HT ! 1>
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To prove the proposition, it is hence sufficient to prove that the left hand side of (4.12)
and (4.14) have the same limit. For this, we write:

(HE, @) (HF, @)
(4.15> | <H7‘[~(,1> - <HJII~(,1>
(HE®) (HE0)| |(HF.v) (HEo)| |[(HEe) (HF.®)
S HEE ) (HE L) (H, 1) (HE )| |[(HE 1) (HE1)|

Notice that each of the fraction is upper-bounded by ||®||oc or [|¢||e (With the
convention 0/0 = 0) so that each of the terms in the right hand side is bounded. For
the first term on the right hand side of (4.15), we have by (4.13):

(H.®) (Hf\¢)

(Hf, 1) (Hf,1)

1 K
Ezx } S Egx [(HIK’DKHT’@_QDM

<@ - ¢l <&

Proceeding similarly, we can show that the third term is also upper bounded by «.
For the second term, let us first introduce the following stopping times, for 1 >n > 0:

e =inf{t e Ry, (Hf 1) ¢ (n,1/n)}, 7 =inf{t e Ry, (HS 1) ¢ (n,1/n)}.

Because the processes ((H/,1))ier, = ((ZF,1))ier, and (HE, 1))ier, converge to
A (see Proposition 3.4, Corollary 2.4 and Equation (3.25)), we have that for n small
enough:

Jim P(r<T)= lim P(7°<T)=0.

Thus, it is possible to choose 7 such that both probabilities are smaller than €. Then,

(HE ) (HE0)| o 1 lgerlaer
B T e =
1xorlls _
e < (o)~ (o)
1 ]17,5(>T]1?7§<T
ol s~ )

For the first term in the right hand side, we use that:

~ 1 B ]ITT{(>T]1;K>T
[ o) @R G
< g parllollo + ey |(HE1) = (e 1),
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and taking the expectation:

1 HT,‘YK >T Il:,??g( ST

() )

Ezx |[(HF . 0)| x

1

e [|(HE 1) = (er, 1)) -

A similar upper-bound can be obtained for the third term. Gathering the latter
bounds:

< 2||¢llooe +

o [ ()
“\EET)  (EE )
1 —
<4l + e E[[(HF 1) = (e D]+ [(871) = (&r. 1)
1 —
e R ()~ (]
We can now conclude with Corollary 2.4 and Proposition 3.4. U

4.3. The spinal time reversed equation

Our purpose in this section is to recover the trait ancestor of an individual sampled
in F' at time 7', that is, in the population at time 7" when the initial condition is
the stationary solution F'. For this, we need to reverse the time in the equation
of the spinal process, and we will use to this purpose a result by Haussmann and
Pardoux [HP86]. Their formula to reverse the diffusion (4.6) requires the computation
of the density of Y; for every time ¢ > 0.

First, notice that:

PROPOSITION 4.7. — The approximating (for K — +o0) distribution at time
0 of a trait chosen uniformly in the population at time T according to the station-
ary measure F' comes from a biased initial condition, ymy(x)F(x) and not F(x).
Conditionally to Yy ~» F,

o
4.16 Yo~ N | —ce™?, ————— .
(4.16) 0 ( “ 1+ tanh(aT))

Proof. — Applying (4.12) with ®(zs, s <T) = f(xo), we obtain that the random
variable Yj has the distribution $mq(z)F(2)dz. Computing this measure yields that
Y, has a Gaussian law whose expectation and variance are respectively —ce™°7 and
o/(1 + tanh(oT)). O

Remember that F'is a Gaussian distribution centered in —c. The biased distribution
%mTF describes the traits at time 0 of the individuals producing individuals alive
at T. When T is large, its support is in the tail of the distribution F'.

We are now able to compute the density of Y;, using Proposition 4.5.
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t =2At |
t = 3At
t=4At PN
t = 5AL |
N T B '

(a) (b)

Figure 4.1. Evolution of the ancestral lineages of the present population, for
various times t = kAt with At = 20/3 and k € {2, ... 6}. The traits in the
population (ordinate) are shown with respect to time (abscissa). The extinct
lineages are in gray, whereas the lineages of the living particles are in block. (a):
fixed framework. (b): mobile framework.
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PROPOSITION 4.8. — For any 0 < t < T, the random variable Y; is a normal
variable with law

Y, ~ __—o(T—t) g
: N( “ " T+ tanh(o(T — 1))

whose density p(t,z) satisfies
o(T—t)

x + ce”

O, logp(t,z) = — > (1 + tanh(o (T — t)))

Proof. — From (4.6) and (4.16), we deduce that Y; has a normal law.
_orcosh(a(T —1))

EYi] = —ce cosh(oT)

+ ccosh(o(T — t)){ tanh(o (T —1t)) — tanh(UT)}

— ccosh(o(T — 1) (-CO:}:(ZT) ~ tanh(oT) + tanh(o (T — t))) |
Since
(4.17) tanh(oT) — 1 = - 6(;;6;0; - —CO:hZT),
we have
E[Y}] = ccosh(o(T — 1)) (tanh(o(T — #)) — 1)
— _ceosh(o(T — 1)) (COSE(:E;_i t))> )
Additionally,
var (¥;) = cosh(o (T — ))* (coshz(aT) (1U+ tanh(oT))
1o [ 5 ! ds>
0 cosh®(o(T — s))
— cosh(o(T — ))? (% + o ( tanh(oT) — tanh(o(T — t))))

= cosh(o(T — 1))* (1 — tanh(o(T — 1))
_ Wo(T — )T — g '
o cosh(o(T = t))e 1+ tanh(o(T — 1))
The result follows. ]

We are now able to obtain the time reversed equation giving the trajectory leading
from the trait of a “typical” individual living at time 7" in the stationary distribution
F' to its ancestor.

PROPOSITION 4.9. — The time reversed process of the spinal process Y is the
time homogeneous Ornstein-Uhlenbeck process driving the ancestral trajectories
around 0, satisfying the equation

(4.18) dY, = —oY,ds + odW,,

for a Brownian motion W'.
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Proof. — To reverse time in the equation (4.5), we apply an explicit formula given
in [HP86]. The reverse process will be a diffusion process with the same diffusion
coefficient ¢ and with a new drift term

V' (t,2) = —b(T —t,x) + 020, log p(T — t, x),

where p(t,.) is the density of Y; and b(t, z) is the drift term in (4.5):
oc

cosh (o(T —t))

b(t,x) = —otanh(o(T —t))z —

We obtain

b'(t,z) =o tanh(ot)x + —ox (tanh(ot)) — o — oce” " (1 + tanh(ot))

oc
cosh (ot)
= — o,

by using (4.17). The reverse process is then a very simple time homogeneous
Ornstein—Uhlenbeck process driving the ancestral trajectories around 0, satisfying
Equation (4.18) for a Brownian motion W. O

As a consequence of Propositions 4.6 and 4.9, we can now summarize our results
in the following.

THEOREM 4.10. — Let Ux be a random variable whose conditjAona] distribution
with respect to HX is uniform on VX and consider the processes (Y )o<s<r defined
by
YE=XxUr  Vselo,T)

S

Then, under the hypotheses of Proposition 4.6, the processes YK converges, as K
goes to infinity, weakly to Y in C(]0,T],R).

Appendix A. SDEs for the stochastic birth-death particle
system and the historical particle system

A.1. Pathwise representation of the population process

We recall here the pathwise representation of our measure-valued processes, as
solution of stochastic differential equations driven by independent Poisson point
measures and Brownian motions. We refer to [ChaM07] and [MT12] for more details.

To model the random occurrence of birth and death events, let us consider a Poisson
point process N(ds, di,df) on Ry x Z x R, with intensity measure ds ® n(di) ® df,
where n(di) is the counting measure on the set of labels Z = U, c y N".

We also introduce a family of independent standard Brownian motions (B*,i € 7)
indexed by Z that will drive the particle motions.

The atoms of the Poisson point process determine birth and death events. These
events modify the set of individuals alive, V,X. Between these events, the position of
a particle alive, say ¢, is modelled by a drifted diffusion

(A.1) dX! = o(dB! — c dt).
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Let us consider a test function f € Cp*(Ry x R). We will use the notation f,(z) =
f(t,x). Between two jump times, the set of living individuals is fixed and we can
apply Itd’s formula to the diffusion processes (A.1) related to the individuals ¢ alive.
At a jump time 7, if we have a birth of individual i, a new offspring appears at the
same position and the process increases of f,(X?). If we have a death of individual
i, the process decreases of f,(X!). Then the measure-valued population process Z%
acts on the test function f as:

(A2) (Z 1) = (Z8 fo)

1 ; i
+ ?A /I/]R+ ﬂ{iEVSIE} fs (Xs) ]l{9<1} — I (Xs> ﬂ{1<0<1+<X§)2+<Z‘f_,1>}

N(ds, di, df)
1 t ) )
+ =2 [ evyouf (X2) dB.
i€L
N Il( S /Ot Liey sy (as Fo (X5) = oo fo (XD) + U;aixfs (X)) ds,
i€L

and the set of living individuals is changing as follows.

o VE={1,..., K} and |V¥| = K(Z[, 1).

e For each atom (s,i,0) of N such that i € VX and 6 < 1, there is a new birth
by individual 7, and the label of the new offspring is j = (i, k) where k is the
rank of the new individual among the daughters of i.

e For each atom (s,7,0) of N such that i € VX and 1 < 0 < 1+ (X?)?/2 +
|VE|/K, there is a death and the label i is removed from VX.

Introducing the compensated martingale measure of the Poisson point measure,
we obtain that

(A3) (ZE. 1) = <Z§(vf0>+MtK’f+/ot/R

{(1- o = (ZE0) 2o+ 0u80) — o) + G 0fo) | 280 s,

where the process M%7/ is a square integrable martingale with quadratic variation
process given by

(Ad) (M)

i [ L (145 @) 2o+ 0 o) 2 s
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A.2. Pathwise representation of the historical population process

Let us consider test functions ¢ defined on Ry x C(R,R) with a similar form as
in (3.6), i.e. for any s,y € Ry x C(R;,R),

s.9) = 2000 = Lo (5.

formeN,0<t; < ---<thpandVje{l, ---,m} g € 05’2(R+ x R,R). Note
that

#(5,9ns) = [T 95 (5:1,00)

AR=E

1

Tity ) (5) (li[lgj (s.m,) ﬁ 95 (57ys>)'

k=0 j=k+1

It is possible to write a stochastic differential equation for the historical process H*
defined in (3.5) that is driven by the same Poisson point measures and Brownian

motion as the process Z%. With the notation (3.7) and (3.8) introduced in Section 3.2,
we have

(A.5) <HtKaSOt> = <HK7900>

1 ! IaY i i Lot
+ EZ/O ﬂ{ieVgK}O'D(ps(Xs)st-l—E/o /I v ﬂ{ievsfi}

1€T

s

©s (X(i-/\S)) Igp<1y — s (X(Z"AS)) ]1{1<9<1+(X;>2+<H§(71>

} N(ds, di, d6)

— ) 2 _ i
- [1('/0t Z (asgps (X.i/\s) —coDps (X(l./\s)) + %AQOS (X(Z./\s))> ds.

1eVE

Then introducing the compensated martingale measures associated with the Poisson
point processes, we obtain that
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K %
:<H 7SDOa K/ Z O-DSOS X(/\s dB K/ //R 1€VK}

1eVE

g05(‘Xg'AS))]l*{9<1}* — Ps (X(i./\s)) ]1{ (XZ)2 } N(ds, di, df)
1<+~ +<H§<_,1>

( QO (e, 1>) o (XEr) do

fxh 3
( 8908 /\s)) - CO—DSOS (XZ/\S)> + %A(ps (XZ/\S))> ds

rxh 5
= (o) 0t [ L (15 - 00)

s.y) + Oupsly) + - Aso(s y) — UchO(s,y)> H* (dy) ds.
The process is a square integrable local martingale with quadratic variation
(A7) (M (),
K 2 (P 2\ K
K/ /R+ ® <<1+ +(H, 1>> #(s,9) + 0” (D(s,y)) )H (dy) ds.

A.3. Stochastic mild equation

Recall that (P;);>o is the semi-group defined in (2.6). For a fixed ¢ > 0 and a
test function ¢ € CZ(R), choosing f(s,x) = P,_,p(x), we obtain from (A.5) a mild
stochastic equation:

w8 (0= ) [

Presip (X2) Loty = Prosip (X2) 1 { N (ds, di, df)

1<9<1+<X§) +(ZSK_,1>}
1 [ L
+ ;EI: /0 ey sy00: Prsp (X1) dBL

= {25, Py) + /Ot/R (1 — x; — (7", 1>> P () 2K (dz) ds + ME#
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where M % is the following square integrable martingale:

(A.9) M = K /ot/I R, vy

Pr_ap (XI) Lpery — Prosp (XI) 1 (1)
{kk” ; +<Z£<,1>}

t . .
(N(ds, di, d0) — ds @ n(di) ® df) + ;{ 3 / Wievs)00uPr_op (X1) dBL.
iez 70

The predictable quadratic variation of M:?
(A10) (M%) =

K/ <1++ ZK >> (Pt—sSO(x))2 ZsK(dx) ds_|_[1(/0t02 <Z§,(axpt_sg0)2>ds.

Appendix B. Moment estimates for Z”: proof of Lemma 2.1

We prove a more precise form of Lemma 2.1.

LEMMA B.1. — We assume that the initial condition Z& satisfies for € > 0 that:
2+e€ 1+e
(B.1) sup E (<Z§(,1> i ) < +o00 and sup E (<Zé<,x2> i ) < +00.
KeN* KeN*
Then, for any T' > 0, we have
(B.2)
o\ 2te K o\ lte
sup E | sup <Zt ,1> < +00 and sup sup E<<Zt ,a:> ) < +00.
KeN* te[0,7) KeN* te[0,T]
Under the additional assumption that:
142¢
(B.3) sup E (<Z§,3§4> " ) < 400,
KeN*
we also have that:
1+e
(B.4) sup E < sup <ZtK,x2> B ) < 400.
KeN* te[0,T]

Using classical computation (see e.g. [FM04]), several moment estimates can be
derived under Assumption (B.1). Recall that 7" > 0 and assume (B.1), i.e. that the
initial condition Z[* satisfies for € > 0 that:

sup E (<Zé<, 1>2+6) <400 and sup E (<Z§,x2>1+6) < +00.

K>1 KeN*
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Step 1: Let us introduce the stopping time, for M > 0 and for K > 1:

14-€

(B.5) Tyy = inf {t >0, <Z,;K7 1>2+6 > M or <ZtK,x2> > M} .

Choosing the test function ¢ = 1 and neglecting the natural death term of rate
x?/2 gives in (A.3):

(78 1) < (ZE0)

Taking the expectation and using the convexity of z +— z2, it follows that

B ((251)) <B((Z50) + [[ B ((255.1) ~B(251)) s
_ E((Z5,1))
SEZE)) + 0 -E(ZE 1) et

since we recognize the logistic equation. Because the upper-bound does not depend
on M, a direct consequence is that 7% tends a.s. to infinity when M — +oo and
that:

tAT

V(2 0) (20 s+ S

K .
tAT

B.6 sup E ((ZK, 1)) < +o0.
(B.6) swE((Z251))
Step 2: Now, choosing the test function ¢(z) = 1, using It6’s formula (see

e.g. [IW14, p. 66]) and neglecting the death terms:
2+€
(B7) (Zf5x.1)
K q\2te AR X 1\ 2+e
_ <Z§i, 1>2+e) ly<1 N(ds, di,df)

K o\ 2+e tATH C /o \l+e ,
<<Zo 71> +/o /I/R]lievgj?<237>1> o<1 N(ds, di, db),

for a constant C' > 0 and using that

1 24€
(B.8) (:U - K) — 7t

+e€

1 - 2
= g2 eXp(<2+€)ln(1—|—)>_1} K=+ 22 + €

Kz K

(2 + €)x1+6
K .

Introducing the supremum in the right hand side, then in the left hand side and
taking the expectation provides that:

. (Sup <ZﬁTﬁ, 1>2+e) . <<Z§K, 1>2+e) n O/OtE (sup <Zf, 1>2+6> ds,

s<t u<s
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from which we obtain by Gronwall’s lemma that:

E (sup <Z§Tﬁ, 1>2+6> <E (<Z§, 1>2+6) exp (Ct),

s<t

where the upper bound does not depend on M nor on K. Then, letting M — 400
provides the first estimate of (B.2).
Notice that a similar computation would have yielded that:

1+e€
(B.9) sup E (sup <ZSK, 1> " ) < 400.

KeN* s<t

Step 3: Let us now consider the test function ¢(z) = z2. Using Itd’s formula and
neglecting the death terms, we obtain from (A.3):

<ZtIXT >1+e < <Z§,x2>1+6

t/\TM 1 1
+/0 /I/R+ {ievE } o<1}

. 1+e
(<Z§,x2>+(X]§,)2> —<Z§i,x2>1+6 N(ds, di, d6)

K
tAT

+Z/

i€l

1 t/\tau’lfj 6(1 + 6) N2
Loy 952 (x1)° ds
K2 g/ {iev&y <ZsKa 272>1_€ ( s)

+Z/

i€

Teviy20(1 +€) <ZSK,902>EX2 iB

t/\TM

Tgevry(1+€) <ZK w2>6 (02 — QCO'Xé) ds

(B.10) <Z§§T )< (28 )

+ 1 Z /t/\Tﬁ

zGI

t/\‘rM p , e
+/0 /I/R+ LgeyryMpoeyy (205, 2%)

]]{iGVSK}2O-(]' + 6) <ZSK,ZL’2>€ X; dB;
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First, because = < 1 + 22, we have that:
(74,02 x (0 (25.1) = 200 (2.2
<20 (25,22 " 4 (o7 + 20) (25, 27) (2K 1)
< (0% +4c0) (25, 2)" 1 (0> + 20) (2,1)"

Then, notice that a computation similar to (B.8) gives that for a constant C' > 0
sufficiently large,

9 1+e€
K 2\1t€ (X5) kA C(l+e) 2
<ZS_,.I‘> (1+W —1 <<ZS_,ZL‘> T(X) .
Gathering these results in (B.10):

B.11) (Z5 ..a?) "

K
AT

< <Z§,$2>1+€+2026(1+6)t+ (1+6) (C+U2+4CU) /Ot <ZK 132>1+6 ds

Ky
SATy;

+ (02 + 200) T sup <Z8K, 1>1+6 + ML

AT K
s<T M

¢
Gronwall’s lemma and (B.9) implies that:

1+e
(B.12)  sup E<<Zg71{§,x2> )

where (ME )50 is a square integrable martingale. Taking the expectation, using
ATy’ % g g

te[0,7
< ;1615* (E <<Z§(, x2>1+6> + 20’26(1 +e)T + (02 + 260‘) TE (ing) <ZSK, 1>1+€>>

X exp (T(l +¢€) (C + o+ 400)) .
Because the right hand side does not depend on M for K, we obtain:

1+e
(B.13) sup sup E <<ZtK,£L‘2> +> < +o00.
KeN* t€]0,T]

A similar computation yields that under the additional assumption (B.3), we also
have:

1+e€
(B.14) sup sup E <<ZtK,£L‘4> ) < +o00.
KeN* t€]0,T]

Step 4: Now, let us take the supremum in (B.11):
1+e
(B.15) sup <ZK :102> "

SATE
s<t M
1+e

< <Z§<,x2>1+€ +20%(1 4 €)t + (1 + ¢) (C’ + 0% + 400) / sup <Z§wﬁ,m2> ds

0 u<s

t

+ (02 + 200) T sup <ZSK7 1>1+6 + sup M X

SATE
s<T s<t M
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The bracket of the martingale (MM K)t>0 is:

4 (1+ ) tATE €
(B.16) MK t/\TM o — € /0 M <ZSK,$2>1+2 ds
o 2y OO T g e 2
+/ 2 K —(z5.a%) | ds
ieVE
. /t/\TM 0.2 € < >1+2€ n Ca(ll(+€)2 <Z§<,ZE2>26 <Z§(7 q;4>> ds

Thus, using Doob’s lemma:

thiy (40 (1 +¢€)?  C*(1+¢€)? 1+2¢
K K 2
E(i‘iIst> <4E</0 (( + <ZS ,:1:>

(B.17) [+ (2, x4>”2€> ds>

by (B.13) and (B.14). Now, taking the expectation in (B.15), and using Gronwall’s
inequality with (B.9) and (B.17) yields that

(B.18) sup E ( sup <ZtK,x2>1+E> < +00.

KeN*  \te[0,T]

Appendix C. Proof of Theorem 4.1

Proof. — We denote here h(z) =1 — % — A. Notice that the proof here holds for
any function A that is upper bounded (but not necessarily lower bounded).

For x € R, T > 0, let us define the following measure for a test function ®
continuous and bounded on C([0,7T],R), where X is the diffusion process defined
n (3.19):

E, (exp (fo h(X.)ds) @ (X, s < T))
E, (exp (Jo h(X.)ds))

Let us prove that under p?*®, the canonical process is an inhomogeneous Markov
process with infinitesimal generator (4.2).

Denoting E*" the expectation under u7, we have that, for some real numbers ¢
and u s.t. t > u >0,

(C.1) (p", @) =

E[f (X)) exp (Jo b (X,)ds)|F]

(C2) B [f (X)F] = E [exp (o h (X >ds)f}
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Markov property for X under P, and Formula (3.23) entail that

C3) E lexp ( /0 U hx) ds>

We also have

fu] = mp_,(Xy) exp </Ou h(Xs) ds) )

(C4) E [f (X,) exp (/OTh (X,) ds> fu]
—E [f (X,) exp (/OTh(XS) ds) ]-"u]
= e ([ h0x) ds) B[ (X exp ([ 00X ds) i (X0)

Fi

]—"u} .

Now, as f and m are smooth (cf. Corollary 3.6) and X is a Markov process with
generator L (see Lemma 3.5), we have for any 0 < u < ¢,

(C.5) f(Xp)mr—y (X4)

= F ) mr () + [ (L) (X0) = £ (X) damr—, (X,) ) ds + M,

where M is some P-martingale started at 0. Thus, applying 1t6’s formula, we get

f(Xi) mr—y (Xy) eXp< ds>

— F (X)) M (X0) + ( £ (X,) By (X,) + L (fmr_y) (X,)

u

(X mr (X >h<Xs>)exp( h(X,) dv) ds

+/u exp </u h(X,) dv) dM,.

Using (3.24) gives

F(X) mps (X)) exp ( / h(X) ds) = F (X)) e (X,)
[ (DU () = £ (G) Ly (X)) esp ([0 (X,) dv) as

—|—/exp(/ )dv)dM
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Using (C.3) and notation (4.2), we finally obtain

E | f (X)) mrs (X)) exp ( / h(X) ds) ‘f]

— (X o (X exp ([ 1(X,) ds)
B[ [ Gor (X mas (X e ([
— ) E o ([ 1060 ) 7]

h(X,) dv> ds

7

+E /:gsf(XS)E[eXp (/OTh(XU) dv>|]-"s] ds| F,

Thus, using (C.2) and (C.4), we have

B (XIF] = £ () + B | [ "G f(X,)ds

J-"u} .

This ends the proof of Theorem 4.1 . O
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