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Abstract. — On a closed manifold M , we consider a smooth vector field X that generates
an Anosov flow. Let V ∈ C∞(M ;R) be a smooth function called potential. It is known that for
any C > 0, there exists some anisotropic Sobolev space HC such that the operator A = −X +V
has intrinsic discrete spectrum on Re(z) > −C called Ruelle resonances. In this paper, we show
a “Fractal Weyl law”: the density of resonances is bounded by O(⟨ω⟩ n

1+β0 ) where ω = Im(z),
n = dim M − 1 and 0 < β0 ⩽ 1 is the Hölder exponent of the distribution Eu ⊕ Es (strong
stable and unstable). We also obtain some more precise results concerning the wave front set of
the resonances and the invertibility of the transfer operator. Since the dynamical distributions
Eu, Es are non smooth, we use some semi-classical analysis based on wave packet transform
associated to an adapted metric g on T ∗M and construct some specific anisotropic Sobolev
spaces.

Résumé. — Sur une variété fermée M , on considère un champ de vecteur lisse X qui
génére un flot d’Anosov. Soit V ∈ C∞(M ;R) une fonction lisse appelée potentiel. Il est
connu que pour tout C > 0, il existe un espace de Sobolev anisotrope HC tel que l’opérateur
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A = −X + V a du spectre discret intrinsèque sur Re(z) > −C appelé resonances de Ruelle.
Dans ce papier, on montre une “loi de Weyl fractale” : la densité de resonances est bornée
par O(⟨ω⟩ n

1+β0 ) où ω = Im(z), n = dim M − 1 et 0 < β0 ⩽ 1 est l’exposant Hölder de la
distribution Eu ⊕ Es (fortement stable et instable). On obtient aussi des résultats plus précis
concernant le front d’onde des résonances et l’invertibilité de l’opérateur de transfert. Comme
les distributions dynamiques Eu, Es ne sont pas lisses, nous utilisons une analyse microlocale
basée sur la transformée par paquets d’ondes associée à une métrique adaptée g sur T ∗M et
nous construisons des espaces de Sobolev anisotropes spécifiques.
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1. Introduction

Anosov flow and transfer operator

In this paper we consider an Anosov flow ϕt on a compact smooth manifold M
generated by a smooth vector field X. An Anosov flow exhibits sensitivity to initial
conditions (or hyperbolicity) and manifests deterministic chaotic behavior. In the
1970’s, Rufus Bowen, David Ruelle and Yakov Sinai have constructed the ergodic
theory of hyperbolic dynamical systems succeeding the pioneering works of Smale
and Anosov. In particular, a functional and spectral approach has been pursued by
David Ruelle. This approach consists in describing the evolution, not of individual
trajectories which appear unpredictable, but the evolution of functions u ∈ C∞(M)
under the transfer operator

Lt : u 7→ e
∫ t

0 V ◦ϕ−sds · u ◦ ϕ−t

where V ∈ C∞(M) is a potential function that changes the amplitude along the trans-
port (i.e. push forward) of u. This evolution of functions appears to be predictable.
In particular it converges towards an equilibrium state in the space of distributions.
This approach has progressed from the 70’s. It has been shown [Bal05, BKL02, BL07,
BT07, DG16, FR06, FRS08, FS11, GL05], that the generator A = −X + V of the
evolution operator Lt = etA has a discrete spectrum, eigenvalues are called Ruelle
resonances, which describes the effective convergence and fluctuations towards the
equilibrium state.

Semi-classical analysis with wave packets

Due to hyperbolicity of the Anosov flow, the transfer operator Lt sends the
information towards small scales and technically it is natural to use semi-classical
analysis which concerns the large frequency components of distributions. Following
the idea of semi-classical analysis, we consider the flow ϕt lifted to the cotangent
space ϕ̃t = (dϕ−t)∗ : T ∗M → T ∗M that encodes both the localization of a function
and its internal frequency. This lifted flow ϕ̃t is a Hamiltonian flow and preserves the
level sets of the frequency along the flow direction which are co-dimension one affine
sub-bundles of T ∗M . The assumption of hyperbolicity implies that ϕ̃t restricted to
such a sub-bundle has a compact trapped set (or, non-wandering set) and that the
dynamics scatters on this trapped set [FRS08, FS11]. The existence and properties
of the discrete Ruelle spectrum follows from this observation and the uncertainty
principle (i.e. effective discreteness of T ∗M into symplectic boxes) and rejoins a more
general theory of semi-classical analysis developed in the 1980’s by B. Helffer and
J. Sjöstrand called quantum scattering on phase space [HS86].

In the papers [FRS08, FS11], the semi-classical analysis is performed with the Hör-
mander’s theory of pseudo-differential operators, considering the generator
A = −X + V of the transfer operator Lt = etA. In this paper we adopt a slightly
different approach: in Section 4, we develop an analysis using wave packets Φρ that
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are parameterized by points ρ ∈ T ∗M on the cotangent space. The precise struc-
ture of these wave packet is determined by a metric g on T ∗M that is compatible
with the symplectic structure and adapted to the dynamics. In other words the
metric measures the uncertainty principle. From these wave packets we define a
wave-packet transform T : C∞(M) → S(T ∗M) by (T u)(ρ) = ⟨Φρ|u⟩L2(M). Then the
semi-classical analysis is performed on T ∗M , considering the transfer operator Lt

for some range of time t ∈ [0, T ] and analyzing the Schwartz kernel of the equivalent
lifted operator on phase space T ∗M given by L̃t

W := WT LtT †W−1, conjugated by
some suitable weight W . From this analysis we deduce properties of the resolvent
operator (z − A)−1 and then properties of the spectrum of the generator A.

This approach using phase space representation with wave-packet transform T (1)

and a metric g on the phase space T ∗M is similar to the Weyl–Hörmander calcu-
lus [Hör79], [Ler11, Section 2.2] and is also similar to the approach taken in [FT15,
FT17, Tsu10, Tsu12] for dynamical systems. It will provide a new proof of Theo-
rem 2.1 below that shows the existence of a discrete spectrum for A and, further,
enables us to give some new results, Theorems 2.3, 2.11 and 2.6 in this paper.

Technically one advantage of using micro-local analysis with wave packets
(i.e. Toeplitz quantization) instead of the more usual Weyl quantization is that
it allows to consider symbols on T ∗M that are not necessarily smooth functions.
This is particularly interesting in the context of Anosov flows where the stable/un-
stable foliations are Hölder continuous. However it may be possible to develop an
analysis similar to the one that we develop here, but using Weyl quantization and
techniques called “second micro-localization” and “exotic calculus”. We think that
another advantage of using the metric g and wave-packets quantization is to provide
a better geometric insight and meaning to these difficult techniques.

One purpose of this paper is to put the basis of this micro-local analysis using
wave-packets in preparation for a more refined analysis in case of contact Anosov
flows. This second step is done in the more recent paper [FT21].

In a recent paper [BJ20] Yannick Guedes Bonthonneau and Malo Jézéquel develop
FBI transform in Gevrey classes for Anosov flows in order to analyze the internal
Ruelle spectrum. In Gevrey classes, we can use a stronger escape function than in
smooth classes and this permits to reveal the whole Ruelle spectrum at once.

Discrete spectrum of the generator

Using the semi-classical analysis depicted previously, for any C > 0, we can design
a positive function W on T ∗M and some anisotropic Sobolev space HW in which
the transfer operator Lt acts as a strongly continuous semi-group and its generator
A = −X+V has discrete spectrum on the spectral domain Re(z) > −C [BL07, FS11].
This discrete spectrum is intrinsic to the flow, i.e. does not depend on the choice of
the space HW (but of course the norm of the resolvent depends on HW ). In this paper

(1)The wave packet transform that we consider in this paper is related to Anti-Wick quantization,
Berezin quantization, FBI transforms, Bargmann–Segal transforms, Gabor frames and Toeplitz
operators [Mar02, Chap. 3], [WZ01], [Zwo12, Chap. 13], [HS08, Sjö96].
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our semi-classical approach using wave packets permits to design anisotropic Sobolev
spaces HW with more accurate properties than previously constructed ones [FS11]
and this leads to new refined results on the Ruelle spectrum. For example we show
in Theorem 2.11 that Lt for t ∈ R form a strongly continuous group on HW and not
only a semi-group. We also obtain refined estimate on the density of the eigenvalues
in Theorem 2.3 and more precise description of the eigendistributions in terms of
their wave front set in Theorem 2.6.

The general ideas that sustain the analysis performed in this paper, Theorem 2.1
on the discrete spectrum and related properties, are summarized as follows:

(1) Any distribution in D′(M) can be decomposed as a superposition of wave-
packets Φρ parameterized by ρ ∈ T ∗M on cotangent space. This family of
wave-packets is determined by an admissible metric g on T ∗M , which is
compatible with the symplectic form asymptotically flat and also adapted to
the lifted dynamics on T ∗M . We define and use the wave-packet transform
T : C∞(M) → S(T ∗M) which expresses a function in C∞(M) as superposi-
tion of the wave-packets Φρ in Section 4.1.

(2) The transfer operator Lt transforms a wave packet Φρ, ρ ∈ T ∗M , into another
(deformed) wave packet at position ϕ̃t(ρ) ∈ T ∗M where ϕ̃t : T ∗M → T ∗M is
the canonical lift of the flow ϕt. Precisely the Schwartz kernel of the lifted
operator T LtT † : S(T ∗M) → S(T ∗M) decays very fast on the outside of the
graph of ϕ̃t. In other terms, Lt is a Fourier integral operator whose associated
canonical map is ϕ̃t. This property is expressed in Theorem 4.51 usually called
“propagation of singularities”.

(3) For an Anosov flow ϕt, the trajectories of the lifted flow ϕ̃t in T ∗M escape to
infinity for t 7→ +∞ or t → −∞, except for points on a trapped set (or non-
wandering set), which is compact for each frequency ω along the flow direction.
See Figure 5.1. One can then find an admissible positive escape function (or
Lyapunov function) W on T ∗M that is “temperate and moderately varying
with respect to the metric g” and decreases exponentially along the flow ϕ̃t

on the outside of the trapped set. By considering W as a L2−weight on T ∗M ,
we define the anisotropic Sobolev space HW (M) and show that the generator
A : HW (M) → HW (M) has a discrete spectrum. Appendix D illustrates the
choice of W and the appearance of discrete spectrum in HW with a very
simple matrix model.

2. Results

In this section we present the main results that we obtain in this paper concerning
the Ruelle spectrum of Anosov flows.

We first review the following theorem that defines the discrete spectrum of Ruelle
resonances. We write D′(M) for the space of distributions on M and Hr(M) ⊂ D′(M)
for the Sobolev space of order r ∈ R. We refer to [Paz83, Defi. 2.1 page 4], [EN99,
p. 79] for generalities about semi-groups of operators. λmin > 0 is the exponent of
hyperbolicity defined in (3.3).
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Theorem 2.1 (Discrete spectrum [BL07, FS11]). — Let X be a smooth
Anosov vector field on a closed manifold M (considered as a differential op-
erator). Let V ∈ C∞(M ;C) be a smooth function and let A := −X + V . For
any r ⩾ 0 there exists a Hilbert space HW (M), called an anisotropic Sobolev
space, satisfying
(2.1) Hr (M) ⊂ HW (M) ⊂ H−r (M)
such that the transfer operator Lt = exp(tA) for t ⩾ 0 extends to a strongly
continuous semi-group on HW (M). The generator A has discrete spectrum
(discrete eigenvalues with finite multiplicities) on the spectral domain DW =
{z ∈ C | Re(z) > CX,V − rλmin}, with CX,V ∈ R given in (2.20). These
discrete eigenvalues are called Ruelle resonances. The Ruelle resonances and the
corresponding generalized eigenspaces are intrinsic, i.e. they do not depend on
the choice of the space HW (M), see [FS11, Theorem 1.5] or [Jéz20, Lemma B.3].
See Figure 2.4(a).

Theorem 2.1, giving discrete spectrum for Anosov flows, has been obtained first
by O. Butterley and C. Liverani (for some Banach spaces) in [BL07]. A proof using
semi-classical analysis and anisotropic Sobolev spaces has been obtained in [FS11].
A generalization to Axiom A flows (and some open uniformly hyperbolic dynamics)
has been obtained in [DG16, Med21].

Remark 2.2. — Notice that in Theorem 2.1, the set of operators Lt = exp(tA) for
t ⩾ 0 in HW (M) form a semi-group and not a group. Indeed, in the space HW (M)
proposed in the papers [BL07, FS11], the operator Lt is not invertible. For negative
time, we need to construct a different space to get a semi-group. In this paper, we
somehow improve this aspect, in Theorem 2.11 below, where we propose a space
HW (M) in which the set of operators Lt = exp(tA) for t ∈ R form a group. This
group property (that provides invertibility) has been used for example in [FT21].

2.1. Upper bound for density of eigenvalues

In the next theorem we obtain an upper bound for the density of resonances in the
limit of high frequencies ω = Im(z). This bound depends on the Hölder exponent
0 < β0 ⩽ 1 of the distribution Eu ⊕Es (strong stable and unstable) defined in (3.4).
Recall that n = dimM − 1. For s ∈ R, we set

(2.2) ⟨s⟩ :=
(
1 + s2

)1/2 ∼
|s|≫1

|s| .

Theorem 2.3 (Fractal Weyl law: upper bound for density of eigenvalues). —
Let X be a smooth Anosov vector field on a closed manifold M and
V ∈ C∞(M ;C). Let σ+(A) ⊂ C be the discrete Ruelle spectrum defined
in Theorem 2.1 for the operator A = −X + V . Then, for any γ ∈ R, there
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exists C > 0 such that

(2.3) ♯ {z ∈ σ+ (A) ; Re (z) > γ, Im (z) ∈ [ω, ω + 1]}
⩽ C ⟨ω⟩

n
1+β0 for any ω ∈ R.

The proof of Theorem 2.3 is given in Section 5.1 and relies on an adapted phase
space metric g and escape function W (that defines the Hilbert space HW (M)) to
the non-smooth trapped set. Note that the exponent n

1+β0
in the upper bound (2.3)

depends on the Hölder exponent 0 < β0 < 1 in (3.4). This kind of upper bound has
been called fractal Weyl law after the work of J. Sjöstrand[Sjö90], see also [NSZ14].

Concerning the upper bound (2.3), there are a few preceding results:
• For general Anosov flows, i.e. without assumption on β0, in [FS11, Theo-

rem 1.8], the density upper bound o(⟨ω⟩n) has been obtained for intervals in
Im(z) of width ⟨ω⟩ 1

2 .
• Under the assumption that m 7→ Eu(m) ⊕ Es(m) is smooth (and therefore
β0 = 1), in [DDZ12], the density upper bound O(⟨ω⟩n

2 ) is obtained.
• For contact Anosov flows (where Eu ⊕ Es is smooth and β0 = 1), in [FT13,

FT17, FT21], we obtained the density lower bound C−1⟨ω⟩n
2 under some

conditions that guarantee the band structure of the spectrum. In a more
recent work [FT21] we obtain the precise asymptotic expression for the density
under some pinching conditions.

2.1.1. Heuristic explanation of the fractal exponent n
1+β0

The presence of β0 in the denominator of the exponent n
1+β0

in (2.3) may look
strange at first sight since a usual treatment of the upper bound in the Weyl law
considers minimal coverings of the trapped set by boxes of size δx = ω−1/2, δξ = ω1/2

for large ω ≫ 1 and, as explained below, would give the weaker upper bound

O
(
ω

dimB A −1
2

)
= O

(
ωn(1− β0

2 )
)

where dimB A = (n+ 1)
︸ ︷︷ ︸

dimM

+n(1 − β0)

is the fractal box dimension of the graph of the Anosov one form A , Eq.(3.6),
see [Fal03, Chap. 11], [NSZ14]. To obtain the better bound O(ω

n
1+β0 ), we consider

coverings by boxes of size δx = ω−α, δξ = ωα where 1
2 ⩽ α < 1 is an arbitrary

parameter (that enters in the metric (2.7) under the name α⊥) and we set α = 1
β0+1

at the end in order to optimize the result. Below we explain this argument in more
detail.

We consider some fixed frequency ω along the flow and assume that ω is large.
We will see(2) that it corresponds with ω = Im(z) on the spectral domain. It will
appear in the proof that, after damped by a weight function W on T ∗M , Ruelle
eigenfunctions at frequency ω are micro-locally supported in a vicinity of the graph
(2) In flow box coordinates we have −X = ∂

∂z , hence a function that has frequency ω along the flow
writes u(x, z) = u0(x)eiωz giving −Xu = iωu.
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of the map m ∈ M 7→ ωA (m) ∈ T ∗M where A is the Anosov one form (3.6).
We call this graph the trapped set. In general it is a fractal set [Fal03, Chap.11]
because A is not smooth. See Figure 2.1. In order to describe all the set of resonant
states (or eigenfunctions) near frequency ω, we consider a covering of this graph by
symplectic boxes(3) of unit size (corresponding to wave packets) and count how many
boxes N (ω) we need. This number of boxes N (ω) will give an upper bound for the
number of eigenvalues. Assume that each symplectic box has size δx ∼ ω−α on the
manifold M , transversely to the flow, with some exponent 1

2 ⩽ α < 1. The symplectic
condition (or uncertainty principle) imposes δx.δξ = 1, i.e. the size δξ ∼ δx−1 ∼ ωα

in the fibers of T ∗M transversely to the trapped set RA , as on Figure 2.3. Due to
its Hölder exponent β0, the graph of ωA spreads over a range of frequencies of size
δ(ωA ) ∼ ω(δx)β0 = ω1−αβ0 . Then there are two cases to consider, see Figure 2.1:

(1) If α ⩽ 1
1+β0

⇔ 1 − αβ0 ⩾ α, then for large frequencies ω, we have ω1−αβ0 ⩾
ωα ⇔ δ(ωA) ⩾ δξ, i.e. the variance δ(ωA) of ωA is larger than the size δξ
of the box in the frequency space. The symplectic volume to be covered by
the boxes will be proportional to (δ(ωA))n. This gives the estimate N (ω) ≍
(δ(ωA))n = ωn(1−β0α).

(2) On the contrary, if α ⩾ 1
1+β0

, the variance δ(ωA) of ωA is smaller than
the size δξ of the box in the frequency space. In this case, the symplectic
volume to be covered by the boxes will be proportional to (δξ)n. This gives
the estimate N (ω) ≍ (δξ)n = ωnα.

The value of α that minimizes N (ω) is α = 1
1+β0

, giving N (ω) ≍ ω
n

1+β0 , that is the
upper bound (2.3) in Theorem 2.3.

2.2. Parabolic wave front set of the Ruelle eigenfunctions

Concerning the eigendistributions associated to the Ruelle spectrum, we obtain in
Theorem 2.6 and Corollary 2.7 below a precise description of their semi-classical wave
front set, that is, the region in the phase space T ∗M where the Ruelle eigenfunctions
are non negligible. In these results, the wave front sets are contained in a parabolic
vicinity of the unstable affine distribution E∗

u + ωA uniformly in ω (where A ∈
(Eu ⊕Es)⊥ is the Anosov one form and ω is the imaginary part of the corresponding
eigenvalue) and this improves the previous results [FS11] which claims that the wave
front set is contained in an arbitrary conical vicinity of E∗

u. See Figure 2.2 that
compares these two results.

We will use the decomposition of T ∗M = E∗
u ⊕ E∗

s ⊕ E∗
0 dual to (3.2), where

E∗
u = (Eu ⊕ E0)⊥ , E∗

s = (Es ⊕ E0)⊥ , E∗
0 = (Eu ⊕ Es)⊥ .

We first recall the definition of the wave front set WF (u) of a distribution u ∈ D′(M)
from [Hör03, p. 254],[GS94, p. 77],[Tay96b, p. 27]. A point (m, η) ∈ T ∗M does not
belong to WF (u) if and only if there exist a smooth function χ ∈ C∞(M ;R+) with

(3) In coordinates (yj)j on M and dual coordinates (ηj)j on T ∗
y M , a symplectic box in T ∗M has

size ∆yj = δ and ∆ηj = δ−1 for some δ > 0, hence symplectic volume 1.
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δx
δx

δξ

ωA (m)

δ(ωA )

x ∈M

ξ ∈ T ∗mM

1/2 11
1+β0

nα

n
1+β0

n(1− β0α)

α

exponent E(α)

Figure 2.1. To estimate from above the density of resonances at frequency ω, we
cover the trapped set, i.e. the graph of the map m = (x, z) ∈ M 7→ ωA (m) ∈
T ∗M by symplectic boxes, where x is a coordinate transverse to the flow direction.
This graph is Hölder continuous with exponent β0. With the choice δx = ω−α

we obtain that the symplectic volume of this cover is ωE(α) with some exponent
E (α) that is minimum for the choice α = 1

1+β0
. On the picture, the cover in the

middle (red boxes) is more efficient than the left one (blue boxes) or the right
one (green boxes).

belong to WF (u) if and only if there exist a smooth function χ ∈ C∞ (M ;R+) with
χ (m) = 1 and an open cone C ⊂ Rn+1 with η ∈ C such that, for any N > 1, we
have

|(F (χu)) (η′)| 6 CN

|η′|N
for all η′ ∈ C,

with some constant CN , where F is the Fourier transform (in a local chart).
The following theorem describes what is known from [FS11] concerning the wave

front set WF (u) of a Ruelle generalized eigenfunction(4) .

Theorem 2.4 (Conical wave front set). — [FS11] Assume that u ∈ HW (M)
is a generalized eigenfunction of the generator A for a Ruelle eigenvalue z ∈ C
for the future. Then we have

WF (u) ⊂ E∗u = (Eu ⊕ E0)⊥ .

The claim of Theorem 2.4 is illustrated on Figure 2.2(a). In Theorem 2.6 below,
we give a more precise description of the singularities of Ruelle eigenfunctions. For
this, we first introduce (a simplified version of) the wave packet transform.

2.2.1. Metric g on T ∗M

The analysis made in this paper relies on the use of a specific metric on T ∗M . From
this metric g we will define later the wave packet transform. We consider local flow
(4)A generalized eigenfunction of a linear operator A for an eigenvalue z ∈ C is a distribution
u ∈ D′ (M) such that (z −A)nu = 0 for some n > 1.
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(4)A generalized eigenfunction of a linear operator A for an eigenvalue z ∈ C is a distribution
u ∈ D′ (M) such that (z −A)nu = 0 for some n > 1.
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Figure 2.1. To estimate from above the density of resonances at frequency ω, we
cover the trapped set, i.e. the graph of the map m = (x, z) ∈ M 7→ ωA (m) ∈
T ∗M by symplectic boxes, where x is a coordinate transverse to the flow direction.
This graph is Hölder continuous with exponent β0. With the choice δx = ω−α

we obtain that the symplectic volume of this cover is ωE(α) with some exponent
E(α) that is minimum for the choice α = 1

1+β0
. On the picture, the cover in the

middle (red boxes) is more efficient than the left one (blue boxes) or the right
one (green boxes).

χ(m) = 1 and an open cone C ⊂ Rn+1 with η ∈ C such that, for any N > 1, we
have

|(F (χu)) (η′)| ⩽ CN

|η′|N
for all η′ ∈ C,

with some constant CN , where F is the Fourier transform (in a local chart).
The following theorem describes what is known from [FS11] concerning the wave

front set WF (u) of a Ruelle generalized eigenfunction(4) .

Theorem 2.4 (Conical wave front set). — [FS11] Assume that u ∈ HW (M)
is a generalized eigenfunction of the generator A for a Ruelle eigenvalue z ∈ C.
Then we have

WF (u) ⊂ E∗
u = (Eu ⊕ E0)⊥ .

The claim of Theorem 2.4 is illustrated on Figure 2.2(a). In Theorem 2.6 below,
we give a more precise description of the singularities of Ruelle eigenfunctions. For
this, we first introduce (a simplified version of) the wave packet transform.

2.2.1. Metric g on T ∗M

The analysis made in this paper relies on the use of a specific metric on T ∗M . From
this metric g we will define later the wave packet transform. We consider local flow
box coordinates y = (x, z) ∈ Rn × R for the vector field X on an open set U ⊂ M ,

(4)A generalized eigenfunction of a linear operator A for an eigenvalue z ∈ C is a distribution
u ∈ D′(M) such that (z − A)nu = 0 for some n ⩾ 1.
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Figure 2.2. (a) Theorem 2.4 shows that for high frequencies a Ruelle eigendistri-
bution represented in phase space T ∗M is negligible outside any conical vicinity
of the linear sub-bundle E∗u ⊂ T ∗M . (b) Theorem 2.6 improves this description
and shows that a Ruelle eigendistribution with eigenvalue z = a+ iω0, is negligi-
ble outside a “parabolic domain” Vω0,ε of the affine sub-bundle ω0A +E∗u ⊂ T ∗M ,
uniformly with respect to ω0 ∈ R. Here α⊥ = 1

1+min(βu,βs) ∈ [1
2 ; 1[ and ε > 0 is

arbitrary small. Observe that the cone C contains the domain Vω0,ε, except for a
compact part of it.

box coordinates y = (x, z) ∈ Rn × R for the vector field X on an open set U ⊂ M ,
which is by definition a local chart map κ : m ∈ U ⊂ M 7→ y = (x, z) ∈ Rn × R,
such that

(2.4) κ∗ (−X) = ∂

∂z
.

We write η = (ξ, ω) ∈ Rn × R for the dual coordinates on T ∗(x,z)Rn+1 ≡ Rn × R. Let
κ̃ : ρ ∈ T ∗U 7→ (y, η) ∈ T ∗Rn+1 be the canonical extension of the local chart map κ
to the cotangent bundle.
Let us consider parameters α⊥, α‖ ∈ [0, 1[ such that

(2.5) 0 6 α‖ < α⊥ < 1, 1
2 6 α⊥ < 1.

Let

(2.6) δ⊥ (η) := 〈|η|〉−α⊥ , δ‖ (η) := 〈|η|〉−α‖ ,

where |η| denotes the Euclidean norm in Rn+1 and consider the following metric g
on T ∗Rn+1 given at each point

% = (y, η) = ((x, z) , (ξ, ω)) ∈ T ∗Rn+1
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Figure 2.2. (a) Theorem 2.4 shows that for high frequencies a Ruelle eigendistri-
bution represented in phase space T ∗M is negligible outside any conical vicinity
of the linear sub-bundle E∗u ⊂ T ∗M . (b) Theorem 2.6 improves this description
and shows that a Ruelle eigendistribution with eigenvalue z = a+ iω0, is negligi-
ble outside a “parabolic domain” Vω0,ε of the affine sub-bundle ω0A +E∗u ⊂ T ∗M ,
uniformly with respect to ω0 ∈ R. Here α⊥ = 1

1+min(βu,βs) ∈ [1
2 ; 1[ and ε > 0 is

arbitrary small. Observe that the cone C contains the domain Vω0,ε, except for a
compact part of it.

box coordinates y = (x, z) ∈ Rn × R for the vector field X on an open set U ⊂ M ,
which is by definition a local chart map κ : m ∈ U ⊂ M 7→ y = (x, z) ∈ Rn × R,
such that

(2.4) κ∗ (−X) = ∂

∂z
.

We write η = (ξ, ω) ∈ Rn × R for the dual coordinates on T ∗(x,z)Rn+1 ≡ Rn × R. Let
κ̃ : ρ ∈ T ∗U 7→ (y, η) ∈ T ∗Rn+1 be the canonical extension of the local chart map κ
to the cotangent bundle.
Let us consider parameters α⊥, α‖ ∈ [0, 1[ such that

(2.5) 0 6 α‖ < α⊥ < 1, 1
2 6 α⊥ < 1.

Let

(2.6) δ⊥ (η) := 〈|η|〉−α⊥ , δ‖ (η) := 〈|η|〉−α‖ ,

where |η| denotes the Euclidean norm in Rn+1 and consider the following metric g
on T ∗Rn+1 given at each point

% = (y, η) = ((x, z) , (ξ, ω)) ∈ T ∗Rn+1
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(b)

Figure 2.2. (a) Theorem 2.4 shows that for high frequencies a Ruelle eigendistri-
bution represented in phase space T ∗M is negligible outside any conical vicinity
of the linear sub-bundle E∗

u ⊂ T ∗M . (b) Theorem 2.6 improves this description
and shows that a Ruelle eigendistribution with eigenvalue z = a+ iω0, is negligi-
ble outside a “parabolic domain” Vω0,ϵ of the affine sub-bundle ω0A +E∗

u ⊂ T ∗M ,
uniformly with respect to ω0 ∈ R. Here α⊥ = 1

1+min(βu,βs) ∈ [1
2 ; 1[ and ϵ > 0 is

arbitrary small. Observe that the cone C contains the domain Vω0,ϵ, except for a
compact part of it.
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which is by definition a local chart map κ : m ∈ U ⊂ M 7→ y = (x, z) ∈ Rn × R,
such that

(2.4) κ∗ (−X) = ∂

∂z
.

We write η = (ξ, ω) ∈ Rn × R for the dual coordinates on T ∗
(x,z)Rn+1 ≡ Rn × R. Let

κ̃ : ρ ∈ T ∗U 7→ (y, η) ∈ T ∗Rn+1 be the canonical extension of the local chart map κ
to the cotangent bundle.

Let us consider parameters α⊥, α∥ ∈ [0, 1[ such that

(2.5) 0 ⩽ α∥ < α⊥ < 1, 1
2 ⩽ α⊥ < 1.

Let
(2.6) δ⊥ (η) := ⟨|η|⟩−α⊥

, δ∥ (η) := ⟨|η|⟩−α∥
,

where |η| denotes the Euclidean norm in Rn+1 and consider the following metric g
on T ∗Rn+1 given at each point

ϱ = (y, η) = ((x, z) , (ξ, ω)) ∈ T ∗Rn+1

by

(2.7) gϱ :=
(

dx

δ⊥ (η)

)2

+
(
δ⊥ (η) dξ

)2
+
(

dz

δ∥ (η)

)2

+
(
δ∥ (η) dω

)2
.

The metric g is compatible(5) [CDS01, MS98] with the canonical symplectic form on
T ∗M : Ω = ∑n+1

k=1 dyk ∧ dηk. The norm of a vector v ∈ R2(n+1) with respect to g is
denoted by
(2.8) ∥v∥gϱ

:= (gϱ (v, v))1/2 .

The unit ball for the metric is illustrated on Figure 2.3.
As we will see in Section 4.1.3, the conditions (2.5) ensure that different choices

of flow box charts give a uniformly equivalent metric on the intersection and conse-
quently defines an equivalence class of metric on the cotangent bundle T ∗M .

2.2.2. Wave packet transform
For a given ϱ = (y, η) ∈ T ∗Rn+1 we define the Gaussian function Φϱ ∈ C∞

0 (Rn+1;C)
called wave packet:

Φϱ (y′) = aϱχ (y′ − y) exp
(
iη.y′ − ∥y′ − y∥2

gϱ

)

= aϱχ (y′ − y) exp

iη.y′ −

∣∣∣∣∣
(z′ − z)
δ∥ (η)

∣∣∣∣∣

2

−
∣∣∣∣∣
(x′ − x)
δ⊥ (η)

∣∣∣∣∣

2



(2.9)

(5) Indeed we have g(u, v) = Ω(u, Jv) if we define an almost complex structure J by

J
(
δ⊥ (η) ∂x

)
= 1

δ⊥ (η)∂ξ, J

(
1

δ⊥ (η)∂ξ

)
= −δ⊥ (η) ∂x,

J
(

δ∥ (η) ∂z

)
= 1

δ∥ (η)∂ω, J

(
1

δ∥ (η)∂ω

)
= −δ∥ (η) ∂z.
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δ⊥(η)

δ‖(η)

z
x

X

flow direction

ξ

ω

(δ‖(η))−1

(δ⊥(η))−1

0

ω = 0

M

T ∗mMm

Ξ

Figure 2.3. We use flow box coordinates y = (x, z) onM i.e. such that the vector
field is (−X) = ∂

∂z
and dual coordinates η = (ξ, ω) in T ∗mM . g is a (class of)

metric on T ∗M and the filled cylinders (in green) represent the unit ball for
this metric g at a point ρ ∈ T ∗M , projected on the base M and on the fiber
T ∗mM with m = π (ρ). This unit ball has size δ‖ (η) along the flow z, transverse
size δ⊥ (η) along x and sizes

(
δ⊥ (η)

)−1
,
(
δ‖ (η)

)−1
along dual coordinates ξ, ω

in T ∗mM . These sizes δ⊥ (η) 6 δ‖ (η) 6 1 are functions on T ∗M , defined in (2.6),
and decay at infinity.

2.2.3. Conical wave front set

We first reformulate Theorem 2.4 using the wave packet transform Tgu using the
metric g as follows. Assume that u ∈ HW (M) is a generalized eigenfunction of
the generator A for a Ruelle eigenvalue z ∈ C given in Theorem 2.11. Then, for
any continuous field of open positive cones C : m ∈ M 7→ C (m) ⊂ T ∗mM with
C (m) ⊃ E∗u (m) and for any N > 1, there exists CN > 0 such that

(2.11) |(Tgu) (ρ)| 6 CN

|ρ|N
for ρ ∈ T ∗M \C.

This means that Tgu is negligible on the outside of any conical vicinity of the sub-
bundle E∗u. See Figure 2.2(a). Theorem 2.6 below improves this result.

2.2.4. Parabolic wave front set

For a point m ∈M , a cotangent vector ρ ∈ T ∗mM has a unique decomposition

ρ = ωA (m) + ρu + ρs with ω ∈ R, ρu ∈ E∗u, ρs ∈ E∗s .

TOME 1 (-1)

Figure 2.3. We use flow box coordinates y = (x, z) on M i.e. such that the vector
field is (−X) = ∂

∂z
and dual coordinates η = (ξ, ω) in T ∗

mM . g is a (class of)
metric on T ∗M and the filled cylinders (in green) represent the unit ball for this
metric g at a point ρ ∈ T ∗M , projected on the base M and on the fiber T ∗

mM
with m = π(ρ). This unit ball has size δ∥(η) along the flow z, transverse size
δ⊥(η) along x and sizes (δ⊥(η))−1, (δ∥(η))−1 along dual coordinates ξ, ω in T ∗

mM .
These sizes δ⊥(η) ⩽ δ∥(η) ⩽ 1 are functions on T ∗M , defined in (2.6), and decay
at infinity.

with y′ = (x′, z′) and where χ ∈ C∞
0 (Rn+1) is some cut-off function with χ ≡ 1

near the origin and aϱ > 0 is such that ∥Φϱ∥L2(Rn+1) = 1. We define the wave-packet
transform of a distribution u ∈ D′(M) on T ∗U by(6)

(2.10) (Tgu) (ρ) :=
〈
Φκ̃(ρ) ◦ κ

∣∣∣u
〉
L2(M)

, with ρ ∈ T ∗U.

Remark 2.5. — Later we will introduce in (4.34) an expression for wave packets
that is slightly different but converges to (2.9) in the high frequency limit. The
expression will be more complicated but will have the advantage of giving an exact
resolution of identity. Since both expressions become essentially equivalent in the
high frequency limits, the definitions and properties given in this section are not
affected by the difference.

2.2.3. Conical wave front set

We first reformulate Theorem 2.4 using the wave packet transform Tgu using the
metric g as follows. Assume that u ∈ HW (M) is a generalized eigenfunction of
the generator A for a Ruelle eigenvalue z ∈ C given in Theorem 2.11. Then, for
any continuous field of open positive cones C : m ∈ M 7→ C(m) ⊂ T ∗

mM with
C(m) ⊃ E∗

u(m) and for any N > 1, there exists CN > 0 such that

(2.11) |(Tgu) (ρ)| ⩽ CN

|ρ|N
for ρ ∈ T ∗M \ C.

(6)The wave-packet transform T defined here is similar to Bargmann transform.
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This means that Tgu is negligible on the outside of any conical vicinity of the sub-
bundle E∗

u. See Figure 2.2(a). Theorem 2.6 below improves this result.

2.2.4. Parabolic wave front set

For a point m ∈ M , a cotangent vector ρ ∈ T ∗
mM has a unique decomposition

ρ = ωA (m) + ρu + ρs with ω ∈ R, ρu ∈ E∗
u, ρs ∈ E∗

s .

We introduce a function W ∈ C(T ∗M ;R+), called an escape function, defined for
ρ ∈ T ∗M by

(2.12) W (ρ) =

〈
∥ρs∥gρ

〉Rs

〈
∥ρu∥gρ

〉Ru
≍

(2.7)

〈
⟨|ρ|⟩−α⊥ |ρs|

〉Rs

〈
⟨|ρ|⟩−α⊥ |ρu|

〉Ru

where Ru, Rs > 0 are arbitrary parameters which will be taken large enough.

Theorem 2.6 (Parabolic wave front set of the Ruelle eigenfunction). —
Assume that u ∈ HW (M) is a generalized eigenfunction of the generator A for
a Ruelle eigenvalue z ∈ C with Re(z) ⩾ −C. Let ω0 = Im(z). Then any N > 1
there exists a constant CN > 0 such that for any ρ ∈ T ∗M ,

(2.13) |(Tgu) (ρ)| ⩽ CN

W (ρ)
(

⟨ω−ω0⟩
⟨|ρ|⟩α∥

)N ∥u∥HW (M) .

The claim (2.13) implies that a Ruelle eigenfunction (represented in phase space
T ∗M) is micro-localized near the frequency ω = ω0 = Im(z) and bounded by 1/W (ρ)
up to some multiplicative constant. In order to explain what we mean by ”parabolic”
wave front set, we present the following corollary that is obtained from the theorem
above with a choice of the metric g and the escape function W (ρ). See Figure 2.2(b).

Corollary 2.7. — Set α⊥ = 1
1+min(βu,βs) and α∥ = 0 in the definition of

the metric g in (2.7). Then, for any (large) N > 0 and any (small) ϵ > 0, the
Ruelle eigenfunction u ∈ HW (M) for the eigenvalue z ∈ C, in Theorem 2.6,
satisfies

(2.14) |(Tgu) (ρ)| ⩽ CN,ϵ

⟨ρ⟩N
∥u∥HW (M)

on the outside of the parabolic vicinity
(2.15) Vω0,ϵ :=

{
ρ ∈ T ∗M ⟨ω − ω0⟩ ⩽ |ρ|ϵ and

〈
|ρ|−α⊥ |ρs|

〉
⩽ |ρ|ϵ

}

of the affine bundle E∗
u + ω0A = {ρ ∈ T ∗M | ρs = 0, ω = ω0}, where the

constant CN,ϵ > 0 depends on N and ϵ but not on u.

The proofs of Theorem 2.6 and Corollary 2.7 are given in Section 6.
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Remark 2.8. — We can write (2.14) as

(2.16) |(Tgu) (ρ)| ⩽ CN,ϵ〈
|ρ|−ϵ distg (ρ, E∗

u + ω0A )
〉N ∥u∥HW (M)

with
distg (ρ, E∗

u + ω0A ) := min
ρ′ ∈E∗

u+ω0A
distg (ρ, ρ′) ≍ max

(
∥ρs∥gρ

, ⟨ω − ω0⟩
)

and because ∥ρs∥gρ = |ρ|−α⊥|ρs|. Further, since the Ruelle eigenvalues and the
corresponding generalized eigenspaces are intrinsic to the transfer operators Lt and
do not depend on the choice of the weight function W , it is possible (and might be
better) to replace (2.16) by an expression that does not depend on W :

|(Tgu) (ρ)| ⩽ CN,ϵ〈
|ρ|−ϵ distg (ρ, E∗

u + ω0A )
〉N

(∫

distg(ρ,ω0A )⩽ |ρ|ϵ
|(Tgu) (ρ)|2 dρ

(2π)n+1

)1/2

.

Remark 2.9. — Theorem 2.6 is more precise than Theorem 2.4 because the para-
bolic domain Vω0,ϵ is contained in any conical vicinity C of E∗

u at high frequencies
(compare Figures 2.2(a) and (b)) and because the constant CN,ϵ in (2.14) and (2.16)
does not depend on ω0 ∈ R (hence on u), whereas the constant CN in (2.11) depends
on u.

Remark 2.10. — (Technical) We expect that the exponent α⊥ in Corollary 2.7
should be α⊥ = 1

1+βu
instead of α⊥ = 1

1+min(βu,βs) . The reason that we have min(βu, βs)
instead of βu is due to the construction of the metric g.

2.3. Past and future Ruelle spectrum

We first present some notations. We take a constant λmax ⩾ λmin > 0 such that

(2.17) 1
C
e−λmaxt ∥v∥gM

⩽
∥∥∥dϕtv

∥∥∥
gM

⩽ Ceλmaxt ∥v∥gM

for all v ∈ TM and t ⩾ 0 where gM is a smooth metric on M . For a function
φ ∈ C(M ;C), we set

max (φ) := lim
t→ +∞

max
m∈M

1
t

∫ t

0
φ (ϕs (m)) ds,(2.18)

min (φ) := lim
t→ +∞

min
x∈M

1
t

∫ t

0
φ (ϕs (x)) ds(2.19)

which are called(7) the maximal and minimal ergodic average of φ respectively [Jen18].

(7) Here are other equivalent expressions (or definitions) of max(φ):

max (φ) = max
inv. prob. measure µ

∫
φdµ = lim

β → +∞
1
β

Pr (βφ) ,

where Pr(.) denotes the topological pressure. We have min(φ) = −max(−φ).
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We fix an (arbitrary) smooth density dm on M , consider the space L2(M,dm) and
the divergence of the vector field X with respect to dm is denoted divX. Using these
definitions we set

CX,V := max
(1

2divX + Re (V )
)
,(2.20)

C ′
X,V := min

(1
2divX + Re (V )

)
,(2.21)

so that C ′
X,V ⩽ CX,V .

In the next theorem we obtain that the transfer operator Lt : HW (M) → HW (M)
for t ∈ R forms a group of operators, whose generator A = −X + V has some
intrinsic discrete spectrum formed by two separated sets, which are called the future
and past spectrum respectively and represented on Figure 2.4.

Theorem 2.11 (Past and future spectrum). — For any ϵ > 0 and r ∈ R,
there exists a Hilbert space HW (M) with

H |r| (M) ⊂ HW (M) ⊂ H−|r| (M)
such that Lt = exp(tA) for t ∈ R is a strongly continuous group and the essen-
tial spectrum σess(A) of the generator A : HW (M) → HW (M) is contained in
the vertical band

(2.22)



C ′
X,V − 2rλmax − ϵ ⩽ Re (z) ⩽ CX,V − rλmin + ϵ if r ⩾ 0

C ′
X,V − rλmin − ϵ ⩽ Re (z) ⩽ CX,V − 2rλmax + ϵ if r ⩽ 0

Further we have that
• if r ⩾ 0, then A has a uniformly bounded resolvent on

{
Re (z) ⩽ C ′

X,V − 2rλmax − ϵ
}

∪ {Re (z) ⩾ CX,V + ϵ}
and discrete spectrum σ+ (A) (Ruelle resonances for the future) on the
domain

{CX,V − rλmin + ϵ ⩽ Re (z) ⩽ CX,V + ϵ} .
• if r ⩽ 0, then A has a uniformly bounded resolvent on

{
Re (z) ⩽ C ′

X,V − ϵ
}

∪ {Re (z) ⩾ CX,V − 2rλmax + ϵ}
and has discrete spectrum σ− (A) (Ruelle resonances for the past) on
the domain{

C ′
X,V − ϵ ⩽ Re (z) ⩽ C ′

X,V − rλmin + ϵ
}
.

• On these corresponding domains, the bound of the resolvent is uniform
with respect to r.

The proof of Theorem 2.11 is given in Section 5. In particular the result that
the resolvent is uniformly bounded (implies no spectrum) on the outside domains
is a consequence of Lemma 5.11 that gives bounds for the transfer operator like
∥Lt∥HW (M) ⩽ Ce(CX,V +ϵ)t for t ⩾ 0.
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Remark 2.12. — In Theorem 2.11, due to the margin ϵ > 0, we can replace
λmin, λmax by respectively the minimal/maximal Lyapunov exponents that are the
sup/inf of λmin, λmax defined in eq.(3.3), eq.(2.17).

Remark 2.13. — The upper estimate (2.22) on the vertical band of essential
spectrum has been improved by Alexander Adam and Viviane Baladi [AB22, eq. (52)]
and by Semyon Dyatlov [Dya23, Theorem 2].

Remark 2.14. — If we set HW (M) = L2(M) in the theorem above, the spectral
set σ(A) of the generator A is contained in the vertical band

(2.23) {C ′
X,V ⩽ Re (z) ⩽ CX,V }.

This conclusion for the special case r = 0 can be deduced directly from (3.14). If
we move the parameter r → +∞, then the vertical band (2.22) moves to the left
like a “theater blackout curtain” revealing the resonances for the future, if we move
the parameter r → −∞ then the vertical band moves to the right revealing the
resonances for the past. See Figure 2.4.

Remark 2.15. — If V is real-valued, the operator A in (3.9) commutes with the
conjugation operator, hence the Ruelle spectrum is symmetric with respect to the real
axis, as shown in Figure 2.4. In this case, there is a leading real eigenvalue γ+

Gibbs =
Pr(V + divX/Es

) called Perron eigenvalue, where divX/Es
< 0 is the divergence of

X measured on Es with respect to some (arbitrary) volume form. We observe this
eigenvalue if we choose sufficiently large r > 0 in the theorem above. Similarly, by
considering the time-reversed system, we also find the leading real eigenvalue −γ−

Gibbs
with γ−

Gibbs = Pr(−V − divX/Eu), which we may call the Perron eigenvalue for the
past and observe by letting r < 0 be large. See Figure 2.4.

Remark 2.16 (“Relation between future and past spectrum”.). — From the relation
⟨v|Ltu⟩L2(M) = ⟨(Lt)†v|u⟩L2(M) between

Lt = et(−X+V ) and
(
Lt
)†

= et(X+divX+V ),

we can make the following observation. Assume that two potential functions V, V ′ ∈
C∞(M ;C) satisfy the relation V ′ + V + divX = 0. Then the future spectrum σ+(A)
of A = −X + V is in one-to-one correspondence with the past spectrum σ−(A′) of
A′ = −X + V ′ by the relation that λ ∈ σ+(A) if and only if λ′ := −λ̄ ∈ σ−(A′).
Further the respective eigenprojectors, Π+

λ for A and Π−
λ′ for A′, are related by

Π−
λ′ = (Π+

λ )†. In particular, if a potential function V satisfies the condition Re(V ) =
−1

2divX, called “half-density correction”, equivalently if Lt : L2(M) → L2(M) is
unitary from (3.14), then we have A = A′ = −X − 1

2divX + iIm(V ) and hence
σ+(A) = −σ−(A).
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Remark 2.14. — If we set HW (M) = L2 (M) in the theorem above, the spectral
set σ (A) of the generator A is contained in the vertical band
(2.23) {C ′X,V 6 Re (z) 6 CX,V }.
This conclusion for the special case r = 0 can be deduced directly from (3.13). If
we move the parameter r → +∞, then the vertical band (2.22) moves to the left
like a “theater blackout curtain” revealing the resonances for the future, if we move
the parameter r → −∞ then the vertical band moves to the right revealing the
resonances for the past. See Figure 2.4.

Essential
spectrum

spectrum
No

Discrete spectrum

spectrum
No

Re(z)

ω

ω + 1

γ+
Gibbs

C ′X,V − 2rλmax − ε

CX,V

(a) r > 0

ω =Im(z)

Future RP resonances
σ+(A)

CX,V − rλmin + ε

ω =Im(z)

Re(z)

(b) r = 0

C ′X,V

CX,V C ′X,V

(c) r 6 0

−γ−Gibbs

C ′X,V − rλmin − ε
CX,V − 2rλmax + ε

Re(z)

ω =Im(z)
Past RP resonances
σ−(A)

Figure 2.4. Spectrum of A = −X + V in HW (M), depending on r ∈ R, with
Anosov vector field X and potential V ∈ C (M ;C). (a): For r > 0. A has
intrinsic discrete spectrum on Re (z) > CX,V − rλmin and a bounded resolvent on
Re (z) > CX,V and Re (z) < C ′X,V − 2rλmax. Theorem 2.3 gives an upper bound
for the number of resonances in the dashed rectangle, for ω � 1. As r → ∞,
the vertical band containing essential spectrum (in green) moves to the left and
may reveal some new resonances. If V is real valued then the rightmost (leading)
eigenvalue is given by a topological pressure: γ+

Gibbs = Pr
(
V + divX/Es

)
∈ R.

(b): For r = 0. Then HW (M) = L2 (M). The spectrum is contained in a vertical
band (2.23). (c): For r 6 0. Letting r → −∞ pushes the band containing
the essential spectrum to the right, revealing Ruelle resonances for the past
dynamics. If V is real valued then the leftmost (leading) eigenvalue is −γ−Gibbs =
−Pr

(
−V − divX/Eu

)
.

TOME 1 (-1)

Fractal Weyl law for the Ruelle spectrum 17

Remark 2.14. — If we set HW (M) = L2 (M) in the theorem above, the spectral
set σ (A) of the generator A is contained in the vertical band
(2.23) {C ′X,V 6 Re (z) 6 CX,V }.
This conclusion for the special case r = 0 can be deduced directly from (3.13). If
we move the parameter r → +∞, then the vertical band (2.22) moves to the left
like a “theater blackout curtain” revealing the resonances for the future, if we move
the parameter r → −∞ then the vertical band moves to the right revealing the
resonances for the past. See Figure 2.4.

Essential
spectrum

spectrum
No

Discrete spectrum

spectrum
No

Re(z)

ω

ω + 1

γ+
Gibbs

C ′X,V − 2rλmax − ε

CX,V

(a) r > 0

ω =Im(z)

Future RP resonances
σ+(A)

CX,V − rλmin + ε

ω =Im(z)

Re(z)

(b) r = 0

C ′X,V

CX,V C ′X,V

(c) r 6 0

−γ−Gibbs

C ′X,V − rλmin − ε
CX,V − 2rλmax + ε

Re(z)

ω =Im(z)
Past RP resonances
σ−(A)

Figure 2.4. Spectrum of A = −X + V in HW (M), depending on r ∈ R, with
Anosov vector field X and potential V ∈ C (M ;C). (a): For r > 0. A has
intrinsic discrete spectrum on Re (z) > CX,V − rλmin and a bounded resolvent on
Re (z) > CX,V and Re (z) < C ′X,V − 2rλmax. Theorem 2.3 gives an upper bound
for the number of resonances in the dashed rectangle, for ω � 1. As r → ∞,
the vertical band containing essential spectrum (in green) moves to the left and
may reveal some new resonances. If V is real valued then the rightmost (leading)
eigenvalue is given by a topological pressure: γ+

Gibbs = Pr
(
V + divX/Es

)
∈ R.

(b): For r = 0. Then HW (M) = L2 (M). The spectrum is contained in a vertical
band (2.23). (c): For r 6 0. Letting r → −∞ pushes the band containing
the essential spectrum to the right, revealing Ruelle resonances for the past
dynamics. If V is real valued then the leftmost (leading) eigenvalue is −γ−Gibbs =
−Pr

(
−V − divX/Eu

)
.

TOME 1 (-1)

Fractal Weyl law for the Ruelle spectrum 17

Remark 2.14. — If we set HW (M) = L2 (M) in the theorem above, the spectral
set σ (A) of the generator A is contained in the vertical band
(2.23) {C ′X,V 6 Re (z) 6 CX,V }.
This conclusion for the special case r = 0 can be deduced directly from (3.13). If
we move the parameter r → +∞, then the vertical band (2.22) moves to the left
like a “theater blackout curtain” revealing the resonances for the future, if we move
the parameter r → −∞ then the vertical band moves to the right revealing the
resonances for the past. See Figure 2.4.

Essential
spectrum

spectrum
No

Discrete spectrum

spectrum
No

Re(z)

ω

ω + 1

γ+
Gibbs

C ′X,V − 2rλmax − ε

CX,V

(a) r > 0

ω =Im(z)

Future RP resonances
σ+(A)

CX,V − rλmin + ε

ω =Im(z)

Re(z)

(b) r = 0

C ′X,V

CX,V C ′X,V

(c) r 6 0

−γ−Gibbs

C ′X,V − rλmin − ε
CX,V − 2rλmax + ε

Re(z)

ω =Im(z)
Past RP resonances
σ−(A)

Figure 2.4. Spectrum of A = −X + V in HW (M), depending on r ∈ R, with
Anosov vector field X and potential V ∈ C (M ;C). (a): For r > 0. A has
intrinsic discrete spectrum on Re (z) > CX,V − rλmin and a bounded resolvent on
Re (z) > CX,V and Re (z) < C ′X,V − 2rλmax. Theorem 2.3 gives an upper bound
for the number of resonances in the dashed rectangle, for ω � 1. As r → ∞,
the vertical band containing essential spectrum (in green) moves to the left and
may reveal some new resonances. If V is real valued then the rightmost (leading)
eigenvalue is given by a topological pressure: γ+

Gibbs = Pr
(
V + divX/Es

)
∈ R.

(b): For r = 0. Then HW (M) = L2 (M). The spectrum is contained in a vertical
band (2.23). (c): For r 6 0. Letting r → −∞ pushes the band containing
the essential spectrum to the right, revealing Ruelle resonances for the past
dynamics. If V is real valued then the leftmost (leading) eigenvalue is −γ−Gibbs =
−Pr

(
−V − divX/Eu

)
.

TOME 1 (-1)

Figure 2.4. Spectrum of A = −X + V in HW (M), depending on r ∈ R, with
Anosov vector field X and potential V ∈ C(M ;C). (a): For r ⩾ 0. A has intrinsic
discrete spectrum on Re(z) > CX,V − rλmin and a bounded resolvent on Re(z) >
CX,V and Re(z) < C ′

X,V − 2rλmax. Theorem 2.3 gives an upper bound for the
number of resonances in the dashed rectangle, for ω ≫ 1. As r → ∞, the vertical
band containing essential spectrum (in green) moves to the left and may reveal
some new resonances. If V is real valued then the rightmost (leading) eigenvalue
is given by a topological pressure: γ+

Gibbs = Pr(V + divX/Es) ∈ R. (b): For r = 0.
Then HW (M) = L2(M). The spectrum is contained in a vertical band (2.23).
(c): For r ⩽ 0. Letting r → −∞ pushes the band containing the essential
spectrum to the right, revealing Ruelle resonances for the past dynamics. If V is
real valued then the leftmost (leading) eigenvalue is −γ−

Gibbs = − Pr(−V −
divX/Eu).

3. Anosov vector field

3.1. Definition of Anosov vector field

Let M be a C∞ compact connected manifold without boundary and let n =
dimM − 1. Let X be a C∞ non-vanishing vector field on M . The flow on M
generated by the vector field X is denoted by
(3.1) ϕt := exp (tX) : M → M, t ∈ R.
We make the assumption that X is an Anosov vector field on M . This means that
we have a continuous splitting of the tangent bundle
(3.2) TM = Eu ⊕ Es ⊕ RX︸︷︷︸

E0

,
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that is invariant by the flow ϕt and there exist λmin > 0, C > 0 and a smooth metric
gM on M such that

∥∥∥dϕ−t
/Eu(m)

∥∥∥
gM

⩽ Ce−λmint

and
∥∥∥dϕt/Es(m)

∥∥∥
gM

⩽ Ce−λmint for any t ⩾ 0,m ∈ M.
(3.3)

See Figure 3.1. The linear subspace Eu(m), Es(m) ⊂ TmM are unique and called
the unstable and stable space respectively. We set E0(m) := RX(m) and call it the
neutral direction or flow direction. In general, the maps m 7→ Eu(m), m 7→ Es(m)
and m 7→ Eu(m) ⊕ Es(m) are only Hölder continuous. We will write

(3.4) βu, βs, β0 ∈ ]0, 1]

for the respective Hölder exponent. We have(8)

(3.5) β0 ⩾ min (βu, βs) .

See [Has94, HK90] for estimates on β0, βu, βs.
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See Figure 3.1. The linear subspace Eu (m) , Es (m) ⊂ TmM are unique and called
the unstable and stable space respectively. We set E0 (m) := RX (m) and call it the
neutral direction or flow direction. In general, the maps m 7→ Eu (m), m 7→ Es (m)
and m 7→ Eu (m)⊕ Es (m) are only Hölder continuous. We will write

(3.4) βu, βs, β0 ∈]0, 1]

for the respective Hölder exponent. We have(8)

(3.5) β0 > min (βu, βs) .

See [HK90, Has94] for estimates on β0, βu, βs.

stable

unstable

Vector field
Flow

Es(m)

Eu(m)

Es
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X
φt(m)

m E0

E0(m)
X

M

Figure 3.1. Anosov flow φt generated by a vector field X on a compact manifold M .

Let A ∈ C0 (M ;T ∗M) be the continuous one form on M called Anosov one form,
which is defined for each m ∈M by the conditions

(3.6) A (m) (X (m)) = 1 and Ker (A (m)) = Eu (m)⊕ Es (m) .

By definition the Anosov one form A is preserved by the flow φt and the map
m ∈M 7→ A (m) ∈ T ∗M is Hölder continuous with exponent β0.

3.2. Transfer operator

Let V ∈ C∞ (M ;C) be an arbitrary smooth function, which is called a potential
function. For t ∈ R, let us denote the time integral of V along the trajectory of
m ∈M by

(3.7) V[−t,0] (m) :=
∫ 0

−t
V (φs (m)) ds.

(8)We may expect that β0 = min (βu, βs) for generic Anosov flows. But this equality is not true in
general. For instance, we have β0 = 1 for contact Anosov flows, but min (βu, βs) will be smaller
than 1 in most of the cases because the (un)stable subspaces Eu (m) and Es (m) will not be smooth.
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Figure 3.1. Anosov flow ϕt generated by a vector field X on a compact manifold M .

Let A ∈ C0(M ;T ∗M) be the continuous one form on M called Anosov one form,
which is defined for each m ∈ M by the conditions

(3.6) A (m) (X (m)) = 1 and Ker (A (m)) = Eu (m) ⊕ Es (m) .

By definition the Anosov one form A is preserved by the flow ϕt and the map
m ∈ M 7→ A (m) ∈ T ∗M is Hölder continuous with exponent β0.

(8)We may expect that β0 = min(βu, βs) for generic Anosov flows. But this equality is not true in
general. For instance, we have β0 = 1 for contact Anosov flows, but min(βu, βs) will be smaller
than 1 in most of the cases because the (un)stable subspaces Eu(m) and Es(m) will not be smooth.
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3.2. Transfer operator

Let V ∈ C∞(M ;C) be an arbitrary smooth function, which is called a potential
function. For t ∈ R, let us denote the time integral of V along the trajectory of
m ∈ M by

(3.7) V[−t,0] (m) :=
∫ 0

−t
V (ϕs (m)) ds.

For a given function u ∈ C∞(M), t ∈ R, m ∈ M , we consider the forward transported
and amplitude modulated function along the trajectory:

ut (m) := eV[−t,0](m)
︸ ︷︷ ︸
amplitude

·
(
u
(
ϕ−t (m)

))

︸ ︷︷ ︸
transport

.
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For a given function u ∈ C∞ (M), t ∈ R,m ∈M , we consider the forward transported
and amplitude modulated function along the trajectory:

ut (m) := eV[−t,0](m)
︸ ︷︷ ︸
amplitude

·
(
u
(
φ−t (m)

))

︸ ︷︷ ︸
transport

.

Mmφ−t(m)

u LtuLt = etA

φt = etX

Then we have dut
dt

= (−X + V )ut where the generating vector field X is regarded
as a first order differential operator(9) . In other words, we have ut = Ltu for the
one-parameter group of operators Lt = exp (tA) with generator A = −X + V . This
gives the following definition.

Definition 3.1 (Ruelle transfer operator). — The one-parameter group of
operators

(3.8) Lt :



C∞ (M) → C∞ (M)
u 7→ etAu = eV[−t,0] · (u ◦ φ−t)

is called Ruelle transfer operators. It is generated by the first order differential
operator on C∞ (M),
(3.9) A := −X + V.

Remark 3.2. — The results presented in this paper can be generalized for transfer
operators acting on sections of a general (complex) vector bundle E → M . We
consider a linear operator acting on sections, A : C∞ (M ;E) → C∞ (M ;E), satis-
fying the Leibniz condition that for any function f ∈ C∞ (M ;C) and any section
s ∈ C∞ (M ;E), we have

A (fs) = −X (f) s+ fA (s) .
The group of transfer operators is defined by Lt := etA for t ∈ R. With respect to
a local frame (e1, . . . em) of the vector bundle E of rank m, a section is expressed
as s (x) = ∑m

j=1 u
j (x) ej (x) with components uj (x) ∈ C. Then the operator A is

expressed as

(3.10) (As) (x) =
m∑

j=1

(
−
(
Xuj

)
(x) +

m∑

k=1
V j
k (x)uk (x)

)
ej (x)

with a matrix of potential functions V j
k (x) ∈ C defined by (Aek) (x) = ∑

j V
j
k (x) ej (x).

The expression (3.10) generalizes (3.9).
(9) In local coordinates x = (x1, . . . xn) on M we write X =

∑dimM
j=1 Xj (x) ∂

∂xj
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as s(x) = ∑m
j=1 u

j(x)ej(x) with components uj(x) ∈ C. Then the operator A is
expressed as

(3.10) (As) (x) =
m∑

j=1

(
−
(
Xuj

)
(x) +

m∑

k=1
V j
k (x)uk (x)

)
ej (x)

with a matrix of potential functions V j
k (x) ∈ C defined by (Aek)(x) = ∑

j V
j
k (x)ej(x).

The expression (3.10) generalizes (3.9).

Inverse and L2-adjoint transfer operators

Recall the time-averaged notation (3.7). The inverse operator L−t that satisfies
L−t ◦ Lt = Id/C∞(M) is given by

L−tv =
(3.8)

e−V[−t,0]◦ϕt
(
v ◦ ϕt

)
= e−V[0,t]

(
v ◦ ϕt

)
.

Using an arbitrary smooth measure dm on M we define the L2 scalar prod-
uct: ⟨u|v⟩L2(M,dm) :=

∫
M uvdm for u, v ∈ C∞(M) and completion gives the space

L2(M,dm). We define the formal adjoint operator (Lt)† : C∞(M) → C∞(M) by
〈
u
∣∣∣∣
(
Lt
)†
v
〉

L2
=
〈
Ltu

∣∣∣ v
〉
L2 ,∀ u, v ∈ C∞ (M) .

We deduce that(10)

(
Lt
)†
v = eV[0,t]

∣∣∣det dϕt
∣∣∣
(
v ◦ ϕt

)
(3.11)

= e
(V+divX)[0,t]

(
v ◦ ϕt

)
(3.12)

where divX is the divergence of the vector field X with respect to dm. So
(
Lt
)†

= e(2Re(V )+divX)[0,t]L−t(3.13)

and
(
Lt
)† ◦ Lt = Mexp(2φ[0,t])(3.14)

is a multiplication operator by the function exp
(
2φ[0,t]

)
∈ C∞ (M ;C) with

(3.15) φ = 1
2divX + Re (V ) .

This expression explains the result (2.23) that expresses the spectrum of A in L2(M)
and will be used again in the paper (in the proof of Lemma 5.11 and Theorem 5.13).

(10)With the change of variables m′ = ϕ−t(m) we get
〈

u
∣∣∣
(
Lt
)†

v
〉

L2
=
〈
Ltu

∣∣ v
〉

L2 =
∫

eV[−t,0](m)u (ϕ−t (m))v (m) dm

=
∫

eV[−t,0](ϕt(m′))u (m′)v
(
ϕt (m′)

) ∣∣det dϕt (m′)
∣∣ dm′.
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4. Semi-classical analysis with wave-packets

In this section, we develop general tools and lemmas for a flow generated by a non
vanishing smooth vector field X on a compact manifold M . So we do not assume that
X is Anosov. In Subsection 4.1, we introduce a wave-packet transform that gives
a representation of distributions u ∈ D′(M) as smooth functions on the cotangent
space T ∗M . The definition of our wave-packet transform is based on a metric g
on T ∗M that has a nice property called “slowly varying”. We will introduce the
metric g in Subsection 4.1.2. In Subsection 4.2, we give the definition of pseudo-
differential operators (PDO) using the wave-packet transform and prove a useful
theorem on compositions of PDO. In Subsection 4.2.2, we define the Sobolev space
HW (M) associated to a weight function W on T ∗M . In Section 4.3.1, we give a
fundamental “micro-local property” of the transfer operator Lt and prove a version
of Egorov’s theorem. The former micro-local property shows that the kernel of the
operator induced on the phase space by Lt decays very fast on the outside of the
graph of the lifted flow ϕ̃t : T ∗M → T ∗M . In Subsection 4.3.3, we show that the
transfer operators Lt form a strongly continuous (semi-)group on HW (M) if the
weight function W satisfies some reasonable conditions with respect to the lifted
flow ϕ̃t : T ∗M → T ∗M .

The key results of this section are the resolution of identity in C∞(M) given in
Lemma 4.24 and micro-locality of the transfer operator given in Lemma 4.51.

4.1. Wave packets transform and resolution of identity in T ∗M

4.1.1. Flow box coordinates

In this section we first introduce charts on the manifold M and a partition of unity
in order to decompose each function on M into those supported on a single chart.
Below we write Rn

x to indicate that we use the variable name x for points on Rn and
write Bnx(c) := {x ∈ Rn, |x| < c} for the open ball of radius c > 0 in Rn

x.

Lemma 4.1 (Flow box coordinates [Tay96a, p. 33]). — For c > 0 and l > 0 small
enough, there exist open subsets Uj ⊂ M such that M = ⋃J

j=1 Uj and C∞ local
charts diffeomorphism

(4.1) κj :



Uj ⊂ M → Vj = Bnx (c) × B1

z (l) ⊂ Rn
x × Rz

m → y = (x, z)
such that

(4.2) (κj)∗ (−X) = ∂

∂z
.

and the κj can be extended to a small neighborhood of Uj (such coordinates are said
to be admissible).

The next lemma introduces the operators I and I∗ that decompose and reconstruct
functions with respect to the charts (defined in Lemma 4.1).
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Lemma 4.2 (Quadratic partition of unity). — For the local charts κj : Uj → Vj,
1 ⩽ j ⩽ J , given in Lemma 4.1, there exist functions χj ∈ C∞

0 (Vj;R+) for 1 ⩽ j ⩽ J ,
which give a quadratic partition of unity in the sense that

(4.3)
∑

j:m∈Uj

((χj ◦ κj) (m))2 |det dκj (m)| = 1 for all m ∈ M

where | det dκj(m)| = dκ∗
j(Leb)/dm. For every j ∈ {1, . . . J}, let

(4.4) Ij :



C∞ (M) → C∞

0 (Vj)
u 7→ vj (y) := χj (y) ·

(
u ◦ κ−1

j

)
(y) ,

and

(4.5) I := (Ij)j : C∞ (M) →
J⊕

j=1
C∞

0 (Vj) .

Then the L2-adjoint of I : L2(M,dm) → ⊕
j L

2(Vj, dy) is given by

(4.6) I† :




⊕
j C

∞
0 (Vj) → C∞ (M)

v = (vj)j 7→ u (m) = ∑
j (χj ◦ κj) (m) · (vj ◦ κj) (m) |det dκj (m)|

and we have

(4.7) I† ◦ I = Id/C∞(M).

Proof. — Let us consider functions χ(0)
j ∈ C∞

0 (Vj;R+) for 1 ⩽ j ⩽ J such that

S (m) :=
∑

j:m∈Uj

((
χ

(0)
j ◦ κj

)
(m)

)2 |det dκj (m)| > 0

for every m ∈ M . Then χj(x) := χ
(0)
j (x)/

√
S(κj(x)) satisfies (4.3). For u ∈ C∞(M)

and v = (vj) ∈ ⊕
j C

∞
0 (Vj), we have

⟨Iu|v⟩⊕
j
L2(Vj) =

(4.4)

∑

j

(
χj ·

(
u ◦ κ−1

j

)
, vj
)
L2(Vj)

=
∑

j

∫

Vj

χj ·
(
u ◦ κ−1

j

)
· vjdy

=
∫

M

∑

j

(χj ◦ κj) · u · (vj ◦ κj) |det dκj (m)| dm =
(4.6)

〈
u|I†v

〉
L2(M)

and
(
I† ◦ I

)
u =

(4.4)(4.6)

∑

j

(χj ◦ κj) · ((χj ◦ κj) · u) |det dκj|

= u
∑

j

(χj ◦ κj)2 |det dκj| =
(4.3)

u.

This completes the proof of Lemma 4.2. □
In the following, we will consider the flow box coordinates κj on the manifold M

and the associated quadratic partition of unity χj given by the two lemmas above.
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Remark 4.3. — We will find relations similar to (4.7) a few times in the course
of the argument below. Here we note that the relation (4.7) can be interpreted as
follows. The operator I : L2(M,dm) → ⊕

j L
2(Vj, dy) is an isometry onto this image

because ∥Iu∥2 = ⟨Iu|Iu⟩ = ⟨u|I†Iu⟩ =
(4.7)

∥u∥2. If we define

P := I ◦ I† :
⊕

j

L2 (Vj, dy) →
⊕

j

L2 (Vj, dy) ,

we have P † = P and P 2 = P meaning that P is the orthogonal projector on Im(I).
For the transfer operator Lt : C∞(M) → C∞(M) (or more generally for any linear
operator), we consider the operator

L̃t := I ◦ Lt ◦ I†.

This is the simplest extension of Lt in the sense that L̃t preserves the decomposition
⊕jC

∞
0 (Vj) = Im(I) ⊕ Ker(P ), its restriction L̃t

/Im(I) is conjugated to Lt and the
restriction L̃t

/Ker(P ) is the null operator. In other terms, L̃t = (I ◦Lt ◦ I−1) ⊕ 0 where
I−1 = I†

/Im(I). We may therefore regard the operator L̃t as a lifted representative (or
a trivial extension) of Lt.

Definition 4.4 (Local coordinates on T ∗M). — Let κj : m ∈ Uj 7→ y = (x, z) ∈
Vj ⊂ Rn × R be the local flow-box coordinates in Lemma 4.1. We write η = (ξ, ω) ∈
Rn × R for the dual coordinates of y = (x, z) ∈ Rn × R. Then the map κj in (4.1)
has a canonical extension to the cotangent bundle:

(4.8) κ̃j :



T ∗Uj → T ∗Vj = Bnx (c) × B1

z (l) × Rn
ξ × Rω

ρ 7→ ϱ = (y, η) = ((x, z) , (ξ, ω))
.

We will regard these as local coordinates on T ∗M . We will henceforth use the notation
ρ ∈ T ∗Uj for a point on T ∗M and ϱ = (y, η) ∈ T ∗Vj for the corresponding point in a
local chart as above. The canonical volume form on the cotangent bundle T ∗M will
be denoted by
(4.9) dρ := (κ̃j)∗ (dϱ) with dϱ := (Πn

k=1dxk ∧ dξk) ∧ dz ∧ dω.

4.1.2. A global metric g on T ∗M

For a given chart index j, using the local charts (4.8), we have already defined the
metric g on T ∗Rn+1 = Rn+1

y × Rn+1
η in (2.7). We write gj := κ∗

j(g) for the metric
induced on T ∗Uj, i.e. at a given point ρ ∈ T ∗Uj, it is given by

gj,ρ (u1, u2) := gϱ (dκ̃j (u1) , dκ̃j (u2)) for u1, u2 ∈ Tρ (T ∗M) .
We will prove below in (4.15) that the metric gj and gj′ are uniformly equivalent on
Uj ∩Uj′ . Then we define the following global metric g on T ∗M (abusively we use the
same letter g)

(4.10) g :=
J∑

j=1

(
χ2
j ◦ κj ◦ π

)
· gj
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where π : T ∗M → M denotes the bundle projection. The global metric g in (4.10)
will provide the size of wave packets to our analysis of the transfer operator over the
manifold M . We will write distg(ρ, ρ′) for the geodesic distance between ρ, ρ′ ∈ T ∗M
defined from this metric g.

We will give now few essential properties of the metric g.

Lemma 4.5. — The Riemann metric g on T ∗M is geodesically complete.

Proof. — Let gM be a Riemann metric on M . Consider the function Γ : T ∗M → R+

given by

(4.11) Γ (ρ) = ∥ρ∥1−α⊥

gM
≍ |η|1−α⊥

,

using local coordinates ρ = (y, η) with |η| > 1. From (2.5), we have 1 − α⊥ > 0 so
that Γ increases with ∥ρ∥gM

. There exists C,C ′ > 0 such that for any v ∈ TT ∗M ,
with local components (vy, vη), we have, using also 1 − α⊥ ⩽ α⊥ from (2.5),

|dΓ (v)| ⩽
(4.11)

C ′
(
|η|1−α⊥ |vy| + |η|−α⊥ |vη|

)

⩽
(2.5)

C ′
(
|η|α⊥ |vy| + |η|−α⊥ |vη|

)
⩽

(2.7)
C ∥v∥g .

(4.12)

For any A > 0, the set RA := {ρ ∈ T ∗M,Γ(ρ) ∈ [0, A]} is compact. Take any point
ρ ∈ T ∗M and consider γ : t 7→ γ(t) ∈ T ∗M a unit speed geodesic starting at ρ, i.e.
∥γ̇∥g = 1. Then |dΓ(γ̇)| ⩽

(4.12)
C∥γ̇∥g ⩽ C so for any t ⩾ 0,

∣∣∣Γ (γ (t)) − Γ (γ (0))
∣∣∣ =

∣∣∣∣
∫ t

0
dΓ (γ̇) dt′

∣∣∣∣ < Ct

i.e. γ(t) ∈ RA with A = Γ(γ(0))+Ct. This shows that the time to reach the boundary
of RA tends to ∞ as A → ∞. This implies that the geodesic is defined for every
t ∈ R, i.e. the metric g is geodesically complete. □

4.1.3. Lipschitz property of g with respect to the flow map and change of charts.

The push-forward action of the flow ϕt = etX : M → M on the cotangent space
T ∗M is denoted by

(4.13) ϕ̃t :



T ∗M → T ∗M,

ρ 7→ ρ (t) :=
(
(dmϕt)∗)−1

ρ.

with m = π(ρ). In this section we will prove the following lemma.

Lemma 4.6 (Lipschitz property of g). — From the conditions (2.5) we have
that for any t ∈ R, there exists a constant Ct > 0 such that for any ρ, ρ′ ∈ T ∗M ,
(4.14) distg

(
ϕ̃t(ρ), ϕ̃t(ρ′)

)
⩽ Ctdistg (ρ, ρ′) .
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Remark 4.7. — Property (4.14) will be crucial to get Lemma 4.21 below. This
property means that the pulled back metric (ϕ̃t)◦g is equivalent to the metric g
uniformly with respect to ρ ∈ T ∗M . Equivalently one can write

∀ t ∈ R,∃ Ct > 0,∀ ρ ∈ T ∗M,
∥∥∥dϕ̃t (ρ)

∥∥∥
g
⩽ Ct,

or infinitesimally with the vector field X̃ that is X lifted on T ∗M (i.e. the generator
of ϕ̃t) acting as the Lie derivative LX̃ on g,

∃ C > 0,∀ ρ ∈ T ∗M, ∥(LX̃g) (ρ)∥g ⩽ C,

and this is true more generally for any local change of flow box coordinate as given
below in (4.16) or for a local diffeomorphism on M that preserves the vector field X.

Proof. — In order to prove Lemma 4.6, remark first that for any chart indices
j, j′ ∈ {1, . . . J} with Uj ∩ Uj′ ̸= ∅, the expression of the metric in (2.7) gives
different metrics gj = κ∗

j(g), gj′ = κ∗
j′(g) on different charts. We will show that

conditions (2.5) guaranty that these metrics are uniformly equivalent in the sense
that ∃ C > 0,∀ ρ ∈ T ∗(Uj ∩ Uj′), ∀ u ∈ Tρ(T ∗M),

(4.15) 1
C

∥u∥gj
⩽ ∥u∥g′

j′
⩽ C ∥u∥gj

.

Remark 4.8. — We will express the relation (4.15) as ∥u∥gj
≍ ∥u∥gj′ by using the

notation ≍.

Let us consider a local change of coordinates (x, z) 7→ (x′, z′) between the flow box
coordinates in Lemma 4.1. It is written in the form
(4.16) x′ = f (x) , z′ = z + h (x)
using a smooth diffeomorphism f : Rn → Rn and a smooth function h : Rn → R.
By compactness of M , we may and do assume that f and h are bounded in the C2

sense. From (4.16), we have
(4.17) dx′ = (dxf) dx, dz′ = dz + (dxh) dx.
Let us write (x, z, ξ, ω) → (x′, z′, ξ′, ω′) for the induced coordinate change on the
cotangent bundle. Then the relation

ξdx+ ωdz = ξ′dx′ + ω′dz′ =
(
(dxf)T ξ′ + (dxh)ω′

)
dx+ ω′dz

gives
(4.18) ξ = (dxf)T ξ′ + (dxh)ω′ and ω = ω′.

Hence we find
dξ =

((
dx′ (dxf)T

)
ξ′ + (dx′ (dxh))ω′

)
dx′ + (dxf)T dξ′ + (dxh) dω′,

dω = dω′.
(4.19)

From C2 boundedness of f and h, we have ⟨η⟩ ≍ ⟨η′⟩ for η = (ξ, ω) and η′ = (ξ′, ω′)
and hence
(4.20) δ⊥ (η) ≍ δ⊥ (η′) , δ∥ (η) ≍ δ∥ (η′) .
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To compare g and g′, we rewrite the relations (4.17) and (4.19) as
dx′

δ⊥ (η) = dxf

(
dx

δ⊥ (η)

)
≍ dx

δ⊥ (η) ,

dz′

δ∥ (η) = dz

δ∥ (η) + δ⊥ (η)
δ∥ (η) · dxh

(
dx

δ⊥ (η)

)
,

δ⊥ (η) dξ =
(
(δ⊥ (η))2

(
dx′ (dxf)T (ξ′) + dx′ (dxh(ω′))

))
· dx′

δ⊥ (η)

+ δ⊥ (η) (dxf)T (dξ′) + δ⊥ (η)
δ∥ (η) (dxh)

(
δ∥ (η) dω′

)
.

Therefore, in order that gϱ ⪯ g′
ϱ′ , a necessary and sufficient condition is that

(4.21) (δ⊥ (η))2 |ξ′| ⩽ C and (δ⊥ (η))2 |ω′| ⩽ C and δ⊥ (η)
δ∥ (η) ⩽ C.

Since the former two inequalities are written
δ⊥ (η) ⩽ C min

{
|ξ′|−1/2

, |ω′|−1/2}

we see that the last condition (4.21) is equivalent to the condition
1/2 ⩽ α⊥ and 0 ⩽ α∥ ⩽ α⊥.

that was assumed in (2.5). We have obtained (4.15). Since the flow ϕt viewed in the
local charts κj is also written in the form (4.16) we get Lemma 4.6. □

4.1.4. Moderate and temperate properties of the metric g

Now we will discuss so called moderate and temperate properties of the metric g.
Remark 4.9. — The metric g that we have introduced is similar to the so-called

symplectic metric g♮ introduced in semi-classical analysis by Hörmander, see [Ler11,
Defi. 2.2.19, p. 78], [Hör83, Chap. XVIII], [NR11]. Temperate, slowly varying and
moderate properties of the metric are discussed in these books for the purpose of
semi-classical analysis.

Definition 4.10 (Distortion function ∆ : T ∗M → R+). — For ρ ∈ T ∗M ,
set

(4.22) ∆ (ρ) :=
〈
∥ρ∥gM

〉−(1−α⊥)
.

where gM is a Riemannian metric on M .

Observe that ∆(ρ) → 0 when ∥ρ∥gM
→ ∞. For practical purpose we can also

define a distortion function in local chart using the same expression:
Definition 4.11 (Distortion function ∆ : R2(n+1) → R+ in local chart). — For

ϱ = (y, η) ∈ R2(n+1), we set

(4.23) ∆ (ϱ) := δ⊥ (η)(1/α⊥)−1 =
(2.6)

⟨|η|⟩−(1−α⊥) .
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From (4.20), we have that the equivalence ∆(ρ) ≍ ∆(ϱ) for ϱ = (y, η) = κ̃j (ρ)
with any chart index j.

The next lemma shows that the distortion function ∆(ϱ) is related to the variation
of the metric g on T ∗Rn+1 = R(n+1) with respect to itself. Recall the notation
⟨s⟩ := (1 + s2)1/2 for s ∈ R introduced in (2.2).

Lemma 4.12 (The metric g is ∆γ-moderate and temperate). — For any
0 ⩽ γ < 1, there exist N > 0 and C > 0 such that

(4.24) max
{∥v∥gϱ′

∥v∥gϱ

,
∥v∥gϱ

∥v∥gϱ′

}
⩽ 1 + C∆(ϱ)1−γ

〈
(∆ (ϱ))γ ∥ϱ′ − ϱ∥gϱ

〉N

for any ϱ, ϱ′ ∈ R2(n+1) and v ∈ R2(n+1). Consequently we have
1
C

〈
∥ϱ′ − ϱ∥gϱ

〉1/N
⩽
〈
∥ϱ′ − ϱ∥gϱ′

〉
⩽ C

〈
∥ϱ′ − ϱ∥gϱ

〉N
.(4.25)

Remark 4.13. — The inequality (4.24) expresses two properties about the varia-
tion of g:

(1) the moderate property (also called slowly varying property): if two points
ϱ, ϱ′ are in a distance ∥ϱ′ − ϱ∥gϱ ⩽ ∆γ(ϱ)−1 then the ratio between gϱ, gϱ′ is
bounded and close to one at high frequencies. In other words the metric g
varies slowly at the scale of the metric itself.

(2) the temperate property (at infinity) : the metric gϱ′ grows no faster than a
power of ∥ϱ′ − ϱ∥gϱ (modified by the factor ∆γ(ϱ)) when ϱ′ → ∞.

Proof of Lemma 4.12. — Let v = ((vx, vz), (vξ, vω)) ∈ R2(n+1) and ϱ = (y, η),
ϱ′ = (y′, η′) ∈ R2(n+1). Recall that 0 ⩽ α∥ ⩽ α⊥ in (2.5). We have

∥v∥2
gϱ

=
(2.7)


 |vx|

⟨|η|⟩−α⊥




2

+
(
⟨|η|⟩−α⊥ |vξ|

)2
+

 |vz|

⟨|η|⟩−α∥




2

+
(

⟨|η|⟩−α∥ |vω|
)2

=
(

⟨|η|⟩
⟨|η′|⟩

)2α⊥ 
 |vx|

⟨|η′|⟩−α⊥




2

+
(

⟨|η′|⟩
⟨|η|⟩

)2α⊥ (
⟨|η′|⟩−α⊥ |vξ|

)2

+
(

⟨|η|⟩
⟨|η′|⟩

)2α∥ 
 |vz|

⟨|η′|⟩−α∥




2

+
(

⟨|η′|⟩
⟨|η|⟩

)2α∥ (
⟨|η′|⟩−α∥ |vω|

)2

⩽
(2.5)

max




(
⟨|η′|⟩
⟨|η|⟩

)2α⊥

,

(
⟨|η|⟩
⟨|η′|⟩

)2α⊥
 ∥v∥2

gϱ′ .

We deduce that

(4.26) max
{∥v∥gϱ′

∥v∥gϱ

,
∥v∥gϱ

∥v∥gϱ′

}
⩽

(2.7)
max





(
⟨|η′|⟩
⟨|η|⟩

)α⊥

,

(
⟨|η|⟩
⟨|η′|⟩

)α⊥
 .
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Below we estimate the ratios ⟨|η′|⟩/⟨|η|⟩ and ⟨|η|⟩/⟨|η′|⟩ to get the required esti-
mate (4.24). For the former, we have

⟨|η′|⟩
⟨|η|⟩ ⩽

(E.2)
1 + |η′ − η|

⟨|η|⟩ ⩽
(2.7)

1 + ⟨|η|⟩α⊥∥ϱ′ − ϱ∥gϱ

⟨|η|⟩ =
(4.23)

1 + ∆ (ϱ) ∥ϱ′ − ϱ∥gϱ(4.27)

⩽
(E.3)

1 + ∆(ϱ)1−γ · ⟨∆(ϱ)γ∥ϱ′ − ϱ∥gϱ⟩.(4.28)

For the latter, if |η′| ⩾ 1
2 |η′ − η| then ⟨|η|⟩ ⩽ ⟨|η′|⟩ + |η′ − η| ⩽ 3⟨|η′|⟩ and we can

proceed similarly to the previous case:
⟨|η|⟩
⟨|η′|⟩ ⩽ 1 + |η′ − η|

⟨|η′|⟩ ⩽ 1 + 3 |η′ − η|
⟨|η|⟩ = 1 + 3∆ (ϱ) ∥ϱ′ − ϱ∥gϱ

⩽ 1 + 3∆(ϱ)1−γ · ⟨∆(ϱ)γ∥ϱ′ − ϱ∥gϱ⟩.
Otherwise if |η′| < 1

2 |η′ − η| then |η′ − η| ⩽ |η′| + |η| ⩽ 1
2 |η′ − η| + |η| and

1
2 |η′ − η| ⩽ |η| = |η − η′ + η′| ⩽ |η′ − η| + |η′| ⩽ 3

2 |η′ − η|,

i.e. |η| is comparable with |η′ − η|. Hence, for any N > 0, there exists a constant
CN > 0 such that

⟨|η|⟩
⟨|η′|⟩ ⩽ 1 + |η′ − η| ⩽ 1 + CN |η|−µN ·

〈
⟨|η|⟩−(1−α⊥)γ⟨|η|⟩−α⊥|η′ − η|

〉N

⩽ 1 + CN |η|−µN ·
〈
∆ (ϱ)γ ∥ϱ′ − ϱ∥gϱ

〉N

where µN = N(1 − α⊥)(1 − γ) − 1. Letting N be sufficiently large so that ⟨|η|⟩−µN

⩽ ∆(ϱ)1−γ we obtain
⟨|η|⟩
⟨|η′|⟩ ⩽ 1 + CN∆(ϱ)1−γ⟨∆ (ϱ)γ ∥ϱ′ − ϱ∥gϱ⟩N .

Summarizing the estimates above, we obtain (4.24). In order to get (4.25), we set
v = ϱ′ − ϱ and γ = 0 in (4.24). □

In the previous lemma we have used ∥ϱ′ − ϱ∥gϱ that makes sense in a local chart.
This quantity will appear later in the proof of Theorem 4.51 from some integration
by parts. However to express the results, we would like to use the more geometrical
quantity that is the geodesic distance distg(ρ′, ρ) for the global metric g in (4.10).
The next lemma shows that both quantities are equivalent.

Lemma 4.14. — There exist N > 0 and C > 0 such that for every ϱ =
κ̃j(ρ), ϱ′ = κ̃j(ρ′),

(4.29) 1
C

〈
∥ϱ′ − ϱ∥gϱ

〉1/N
⩽ ⟨distg (ρ′, ρ)⟩ ⩽ C

〈
∥ϱ′ − ϱ∥gϱ

〉N
,

Proof. — To show the second inequality in (4.29), we consider the straight path
t ∈ [0, 1] 7→ ϱ(t) = (1 − t)ϱ + tϱ′ and get that ⟨distg(ρ′, ρ)⟩ ⩽ C⟨∥ϱ′ − ϱ∥gϱ⟩N for
some C > 0, N > 0. To show the first inequality in (4.29), let us assume that
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ρ : t ∈ [0, 1] 7→ ρ(t) is a geodesic from ρ = ρ(0) to ρ′ = ρ(1). In a local chart
ϱ(t) = κ̃j(ρ(t)) = (y(t), η(t)) ∈ Rn+1 × Rn+1. We will use that for some C > 0,

(4.30) distg (ρ′, ρ) =
∫ 1

0
∥ρ̇ (t)∥gρ(t)

dt ⩾ C
(∫ 1

0
∥ẏ (t)∥gϱ(t)

dt+
∫ 1

0
∥η̇ (t)∥gϱ(t)

dt
)
.

We may assume without loss of generality that |η′| = |η(1)| ⩾ |η(0)| = |η|. Let us
consider a few complementary cases.

(1) If ∃ t′ ∈ [0, 1] such that |η(t′)| < 1
2 |η|, then using the second integral in (4.30),

we get that for some C,N,C ′, N ′ > 0 we have

⟨distg (ρ′, ρ)⟩ ⩾
(4.25)

C
〈1

2 ∥η∥gϱ

〉1/N
+ C

〈1
2 ∥η′∥gϱ

〉1/N
⩾ C ′

〈
∥ϱ′ − ϱ∥gϱ

〉1/N ′
.

(2) Otherwise ∀ t ∈ [0, 1], |η(t)| ⩾ 1
2 |η| and we consider two subcases:

(a) If ∥y′ − y∥gϱ ⩾ ∥η′ − η∥gϱ then ∥y′ − y∥gϱ ⩾ 1
2∥ϱ′ − ϱ∥gϱ . Using the first

integral in (4.30), then for some C,N > 0 we have

⟨distg (ρ′, ρ)⟩ ⩾
〈

∥y′ − y∥g(y, 1
2 η)

〉
⩾

(4.25)

1
C

〈
∥y′ − y∥gϱ

〉1/N

⩾ 1
C

〈
∥ϱ′ − ϱ∥gϱ

〉1/N
.

(b) Otherwise ∥η′ − η∥gϱ ⩾ ∥y′ − y∥gϱ then ∥η′ − η∥gϱ ⩾ 1
2∥ϱ′ − ϱ∥gϱ and for

some C,N > 0 we have

⟨distg (ρ′, ρ)⟩ ⩾ 1
C

〈
∥η′ − η∥gϱ′

〉1/N
⩾ 1
C

〈
∥ϱ′ − ϱ∥gϱ

〉1/N
.

We have finished the proof of Lemma 4.14. □

4.1.5. Wave packet transform in local charts.

In this section, from the given metric g in (2.7), we construct a family of wave
packets functions φy,η(.) and define a wave packet transform on Rn+1 that gives
an exact resolution of identity. As before, we write y = (x, z) ∈ Rn+1 for the
coordinates on the local charts, we write η = (ξ, ω) ∈ Rn+1 for the dual coordinates
and ϱ = (y, η).

Definition of wave packets φϱ. We begin with considering the Gaussian function
φ̌(0)
η : Rn+1 → R defined for each η ∈ Rn+1 by

φ̌(0)
η (η′) := exp

(
−1

2 ∥η′ − η∥2
gη

)

=
(2.7)

exp
(

−1
2
∣∣∣δ⊥ (η) (ξ′ − ξ)

∣∣∣
2 − 1

2
∣∣∣δ∥ (η) (ω′ − ω)

∣∣∣
2
)
.

(4.31)

Then we set
(4.32) φ̌η (η′) := (m (η′))−1/2

φ̌(0)
η (η′)

where
(4.33) m (η′) :=

∫ ∣∣∣φ̌(0)
η (η′)

∣∣∣
2
dη > 0,
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that will play an essential role in the proof of the “resolution of identity” Lemma 4.19
below. For ϱ = (y, η) ∈ T ∗Rn+1

y = R2n+2
ϱ , we define the wave packet φϱ ∈ S(Rn+1

y′ )
as the inverse Fourier transform of φ̌η shifted by y:

(4.34) φϱ (y′) :=
(
F−1φ̌η

)
(y′ − y) := 1

(2π)(n+1)/2

∫

Rn+1
eiη

′(y′−y)φ̌η (η′) dη′.

Here are some uniform estimates on (φϱ)ϱ for later use.

Lemma 4.15 (Norm of wave packets). — We have that ∀ ϵ > 0,∃ Cϵ > 0,
∀ ϱ = (y, η) ∈ R2n+2,
(4.35)

∣∣∣∥φϱ∥2
L2(Rn+1) − 1

∣∣∣ ⩽ Cϵ∆ (ϱ)1−ϵ ,

with the distortion function ∆(ϱ) defined in (4.22).

Proof. — Let 0 < ϵ < 1 − α⊥. We denote Bn(ξ′, r) the ball of center ξ′ and radius
r > 0 in Rn. For |η′| ≫ 1, writing η = (ξ, ω) ∈ Rn+1, we have that ∀ N > 0,

m (η′) =
(4.33),(4.31)

∫
exp

(
− ⟨η⟩−2α⊥ |ξ′ − ξ|2 − ⟨η⟩−2α∥ |ω′ − ω|2

)
dη(4.36)

=


∫

ξ ∈Bn

(
ξ′,|η′|α⊥+ϵ

) exp
(
− |η|−2α⊥ |ξ′ − ξ|2

)
dξ






∫

ω ∈B1
(
ω′,|η′|α∥+ϵ

) exp
(

− |η|−2α∥ |ω′ − ω|2
)
dω


+ON

(
|η′|−N

)
.(4.37)

For ξ ∈ Bn(ξ′, |η′|α⊥+ϵ) and ω ∈ B1(ω′, |η′|α∥+ϵ), we have |η − η′| ⩽ C|η′|α⊥+ϵ and
∣∣∣∣|η|−2α⊥ − |η′|−2α⊥

∣∣∣∣ = O
(

|η′|−2α⊥−1 |η − η′|
)

= O
(

|η′|−α⊥−1+ϵ
)

hence ∣∣∣∣|η|−2α⊥ |ξ′ − ξ|2 − |η′|−2α⊥ |ξ′ − ξ|2
∣∣∣∣ = O

(
|η′|−1+α⊥+3ϵ

)
.

Similarly
∣∣∣∣|η|−2α∥ |ω′ − ω|2 − |η′|−2α∥ |ω′ − ω|2

∣∣∣∣ = O
(

|η′|−1+α⊥+3ϵ
)
.

On the other hand∫

Rn+1
exp

(
− ⟨η′⟩−2α⊥ |ξ′ − ξ|2 − ⟨η′⟩−2α∥ |ω′ − ω|2

)
dη =

(4.31)

∥∥∥φ̌(0)
η′

∥∥∥
2

L2

= π
n+1

2
(
δ⊥ (η′)

)n
δ∥ (η′) .

Hence
m (η′) =

∥∥∥φ̌(0)
η′

∥∥∥
2

L2

(
1 +O

(
|η′|−1+α⊥+3ϵ

))
.

We deduce that
∥φϱ∥2

L2(Rn+1) =
(4.34)

∥φ̌η∥2
L2 =

(4.32)
1 +O

(
|η|−1+α⊥+3ϵ

)
.
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Using that ∆(η) =
(4.23)

⟨|η|⟩−1+α⊥ , this gives (4.35). □

Wave packet transform.

Definition 4.16 (Wave packet transform on local coordinates). — We define
the wave packet transform on Rn+1 (or on local coordinates) by:

(4.38) B :




S
(
Rn+1
y

)
→ S

(
R2(n+1)
ϱ

)

u 7→ v (ϱ) = ⟨φϱ|u⟩L2(Rn+1)
.

Its formal adjoint is

(4.39) B† :




S
(
R2(n+1)
ϱ

)
→ S

(
Rn+1
y′

)

v 7→ u (y′) =
∫
R2(n+1) v (ϱ)φϱ (y′) dϱ

(2π)n+1
.

Remark 4.17. — In the special case of α⊥ = 0 and α∥ = 0 where δ⊥(η) and
δ∥(η) are constant, the wave packet transform (4.38) corresponds to the well known
Fock–Bargmann representation [Fol89, Chap.1]. However note that the condition
α⊥ ⩾ 1/2 in (2.5) is not satisfied in such a case.

Remark 4.18. — As in [Mar02, Prop. 3.1.6, p. 76] one can show that B maps
continuously S(Rn+1

y ) to S(R2(n+1)
ϱ ).

The next lemma is fundamental in our analysis, since it will permit to perform
the analysis in cotangent space (here T ∗Rn+1) instead on the manifold itself (here
Rn+1).

Lemma 4.19 (Resolution of identity on C∞(Rn+1)). — We have the resolution
of identity on C∞(Rn+1):

(4.40) Id/C∞(Rn+1) = B†B =
∫

R2(n+1)
π (ϱ) dϱ

(2π)n+1

where π(ϱ) denotes the rank one self-adjoint operator
(4.41) π (ϱ) : L2

(
Rn+1

)
→ L2

(
Rn+1

)
, π (ϱ)u := φϱ⟨φϱ|u⟩L2(Rn+1),

that satisfies ∀ ϵ > 0
(4.42) Tr (π (ϱ)) = ∥φϱ∥2

L2(Rn+1) =
(4.35)

1 +O
(
∆ (ϱ)1−ϵ) .

Remark 4.20. — From (4.41),(4.42),(4.23), in the limit |ϱ| → +∞ the operator
π(ϱ) tends to be an orthogonal projector of rank one onto the complex line Cφρ.

Proof. — Note that

(4.43)
∫

|φ̌η (η′)|2 dη =
∫
∣∣∣φ̌(0)
η (η′)

∣∣∣
2

m (η′) dη = 1.
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We write the operators B and B† respectively as

(Bu) (y, η) =
(4.38)

⟨φϱ|u⟩L2(Rn+1) =
∫

Rn+1
(F−1φ̌η) (y′ − y)u (y′) dy′ =

(
F−1φ̌η

)
∗ u

and
(
B†v

)
(y) = (2π)−(n+1)

∫ ∫
φy′,η (y) v (y′, η) dy′dη

=
∫ ∫ (

F−1φ̌η
)

(y − y′) v (y′, η) dy′dη =
∫ ((

F−1φ̌η
)

∗y v
)

(y, η) dη

where we write ∗y for the convolution operator in the variable y with η fixed. Hence
(
B†Bu

)
(y) = 1

(2π)n+1

∫ ((
F−1φ̌η

)
∗
(
F−1φ̌η

)
∗ u
)

(y) dη

= 1
(2π)(n+1)/2

∫ ((
F−1 |φ̌η|2

)
∗ u
)

(y) dη

= 1
(2π)(n+1)/2

((
F−1

∫
|φ̌η|2 dη

)
∗ u
)

(y)

=
(4.43)

1
(2π)(n+1)/2

((
F−11

)
∗ u
)

(y) = u (y) ,

giving (4.40). Eq.(4.42) is a consequence of (4.35). □

Evolution of Wave packets. In this section, we describe the evolution of a wave
packet φϱ under the push-forward operator by the flow (ϕt)t∈R. The next lemma is
fundamental in our analysis, in particular the fact that estimate (4.44) and (4.45)
are uniform w.r.t. ϱ.

Lemma 4.21 (Description of evolving wave packets). — Let t ∈ R and chart
indices j, j′ ∈ {0, 1, . . . J}. We assume that ϕt(Uj) ∩ Uj′ ̸= ∅ and denote

V := κj
(
Uj ∩ ϕ−t (Uj′)

)
, V ′ := κj′

(
ϕt (Uj) ∩ Uj′

)
⊂ Rn+1,

ϕ := κj′ ◦ ϕt ◦ κ−1
j : V → V ′

and similarly
ϕ̃ := κ̃j′ ◦ ϕ̃t ◦ κ̃−1

j : T ∗V → T ∗V ′.

Then ∀ N > 0,∃ CN,t > 0,∀ ϱ = (y, η) ∈ T ∗V, ∀ y′′ ∈ V ′,

(4.44)
∣∣∣
(
φϱ ◦ ϕ−1

)
(y′′)

∣∣∣ ⩽ (det δ (η))−1/2 CN,t
〈
∥(y′, η′) − (y′′, η′)∥gϱ

〉−N

with (y′, η′) := ϕ̃(ϱ) and
δ (η) := Diag

(
δ⊥ (η) , δ∥ (η)

)
.

For the Fourier transform, with the conditions (2.5) that give property (4.14),
we have ∀ η′′ ∈ Rn+1,

(4.45)
∣∣∣
(
F
(
φϱ ◦ ϕ−1

))
(η′′)

∣∣∣ ⩽ CN,t (det δ (η))1/2
〈
∥(y′, η′) − (y′, η′′)∥gϱ

〉−N
.
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This lemma is true if one replaces ϕt by any local diffeomorphism that preserves
the vector field X.

Remark 4.22. — The statement of Lemma 4.21 is illustrated on Figure 4.1 and
Figure 2.3. It shows that the effective size of φϱ in phase space TRn+1 is proportional
to the unit ball for the metric gϱ. For this reason we call φϱ a wave packet.
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Remark 4.22. — The statement of Lemma 4.21 is illustrated on Figure 4.1 and
Figure 2.3. It shows that the effective size of ϕ% in phase space TRn+1 is proportional
to the unit ball for the metric g%. For this reason we call ϕ% a wave packet.

y

η

y′ y′′

η′

η′′

y′′ φ y′′

η′′

φ̃
Fϕ%(η′′)

ϕ%(y′′)

% = (y, η)

φ̃(%) = (y′, η′)

ϕ% ◦ φ−1(y′′)

F(φ% ◦ φ−1)(η′′)
(y′′, η′)

(y′, η′′)

Figure 4.1. Evolution of a wave packet ϕ% in space and Fourier space. In Lemma
4.21, the decay of the functions (ϕ% ◦ φ−1) (y′′) and (F (ϕ% ◦ φ−1)) (η′′) is con-
trolled respectively from the distances ‖(y′, η′)− (y′′, η′)‖g% and
‖(y′, η′)− (y′, η′′)‖g% .

Proof. — We use the notations introduced in Lemma 4.21. We have
(
ϕ% ◦ φ−1

)
(y′′) =

(4.34,4.32,4.31)

1
(2π)(n+1)/2

∫

Rn+1
eiη
′′(φ−1(y′′)−y) (m (η′′))−1/2

exp
(
−1

2 |δ (η) (η′′ − η)|2
)
dη′′.

Let us consider the change of variable η′′ 7→ η̃′′ with
η̃′′ := δ (η) (η′′ − η) ,

giving
(
ϕ% ◦ φ−1

)
(y′′) = detδ (η)−1 (2π)−(n+1)/2 eiη(φ−1(y′′)−y)(4.46)

∫

Rn+1
eiη̃
′′δ(η)−1(φ−1(y′′)−y) (m (η′′))−1/2 exp

(
−1

2 |η̃
′′|2
)
dη̃′′.

From the following estimates that follows from (4.36), ∀α, ∃Cα > 0, ∀η ∈ Rn+1,

∂αη̃′′

(
(m (η′′))−1/2 exp

(
−1

2 |η̃
′′|2
))
6 Cαdetδ (η)1/2 ,

and noticing that (4.46) is a usual Fourier transform of a Schwartz function [Tay96a,
p.222], we deduce that ∀N > 0,∃CN,t > 0,∀η ∈ Rn+1,

∣∣∣
(
ϕ% ◦ φ−1

)
(y′′)

∣∣∣ 6 (detδ (η))−1/2CN,t
〈∣∣∣δ (η)−1 (φ (y)− y′′)

∣∣∣
〉−N

= (detδ (η))−1/2CN,t

〈∥∥∥φ̃ (%)− (y′′, η′)
∥∥∥
g%

〉−N
.
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Figure 4.1. Evolution of a wave packet φϱ in space and Fourier space. In
Lemma 4.21, the decay of the functions (φϱ◦ϕ−1)(y′′) and (F(φϱ◦ϕ−1))(η′′) is con-
trolled respectively from the distances ∥(y′, η′) − (y′′, η′)∥gϱ and ∥(y′, η′) −
(y′, η′′)∥gϱ .

Proof. — We use the notations introduced in Lemma 4.21. We have
(
φϱ ◦ ϕ−1

)
(y′′) =

(4.34),(4.32),(4.31)

1
(2π)(n+1)/2

∫

Rn+1
eiη

′′(ϕ−1(y′′)−y) (m (η′′))−1/2

exp
(

−1
2 |δ (η) (η′′ − η)|2

)
dη′′.

Let us consider the change of variable η′′ 7→ η̃′′ with

η̃′′ := δ (η) (η′′ − η) ,

giving

(4.46)
(
φϱ ◦ ϕ−1

)
(y′′) = det δ (η)−1 (2π)−(n+1)/2 eiη(ϕ−1(y′′)−y)

∫

Rn+1
eiη̃

′′δ(η)−1(ϕ−1(y′′)−y) (m (η′′))−1/2 exp
(

−1
2 |η̃′′|2

)
dη̃′′.

From the following estimates that follows from (4.36), ∀ α, ∃ Cα > 0,∀ η ∈ Rn+1,

∂αη̃′′

(
(m (η′′))−1/2 exp

(
−1

2 |η̃′′|2
))

⩽ Cα det δ (η)1/2 ,
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and noticing that (4.46) is a usual Fourier transform of a Schwartz function [Tay96a,
p. 222], we deduce that ∀ N > 0,∃ CN,t > 0,∀ η ∈ Rn+1,

∣∣∣
(
φϱ ◦ ϕ−1

)
(y′′)

∣∣∣ ⩽ (det δ (η))−1/2 CN,t
〈∣∣∣δ (η)−1 (ϕ (y) − y′′)

∣∣∣
〉−N

= (det δ (η))−1/2 CN,t

〈∥∥∥ϕ̃ (ϱ) − (y′′, η′)
∥∥∥
gϱ

〉−N
.

This gives (4.44). To show (4.45), we write
(
F
(
φϱ ◦ ϕ−1

))
(η′′) = (2π)−(n+1)/2

∫

R(n+1)
e−iη′′y′′ (

φϱ ◦ ϕ−1
)

(y′′) dy′′.

We consider the change of variable y′′ 7→ ỹ′′ with
ỹ′′ := δ (η)−1 (y′′ − ϕ (y)) ,

giving
(
F
(
φϱ ◦ ϕ−1

))
(η′′)

=
(4.46)

(2π)−(n+1)
∫

R2(n+1)
eif(η̃′′′,ỹ′′) (m (η′′′))−1/2 exp

(
−1

2 |η̃′′′|2
)
dη̃′′′dỹ′′,

with phase function
f (η̃′′′, ỹ′′) := −η′′y′′ + η′′′

(
ϕ−1 (y′′) − y

)
.(4.47)

In order to integrate by parts later, we first extract the linear part of the function f at
(0, 0), writing (beware that in our notations, partial derivative have multi-components
∂ỹ′′ ≡ (∂x̃′′

j
, ∂z̃′′), ∂η̃′′′ ≡ (∂ξ̃′′′

j
, ∂ω̃′′′) with j = 1 . . . n)

f (η̃′′′, ỹ′′) = f (0, 0) + η̃′′′.∂η̃′′′f (0, 0) + ỹ′′.∂ỹ′′f (0, 0) + fnon−lin (η̃′′′, ỹ′′) ,
with

∂η̃′′′f (η̃′′′, ỹ′′) =
(4.47)

(
ϕ−1 (y′′) − y

)
δ (η)−1 .

∂ỹ′′f (η̃′′′, ỹ′′) =
(4.47)

(
−η′′ + η′′′

(
dϕ−1

)
(y′′)

)
δ (η)

hence
∂η̃′′′f (0, 0) = 0, ∂ỹ′′f (0, 0) =

(
−η′′ + η

(
dϕ−1

ϕ(y)

))
δ (η) .

We get

(4.48)
(
F
(
φϱ ◦ ϕ−1

))
(η′′)

= (2π)−(n+1) det δ (η)1/2 eif(0,0)
∫

R2(n+1)
eiỹ

′′∂ỹ′′f(0,0)uϱ (η̃′′′, ỹ′′) dη̃′′′dỹ′′

with

uϱ (η̃′′′, ỹ′′) = eifnon−lin(η̃′′′,ỹ′′) det δ (η)−1/2 (m (η′′′))−1/2 exp
(

−1
2 |η̃′′′|2

)
.

We have
∂2
η̃′′′f (η̃′′′, ỹ′′) = 0, ∂η̃′′′∂ỹ′′f (η̃′′′, ỹ′′) =

(
dϕ−1

)
(y′′) ,

∂2
ỹ′′f (η̃′′′, ỹ′′) =

(
η′′′
(
ddϕ−1

)
(y′′)

)
δ (η)2 .
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In the flow direction dzϕ
−1 = 1 so ddzϕ−1 = 0. Hence only dxdxϕ−1 matters and we

have ∥∥∥∂2
ỹ′′f (0, ỹ′′)

∥∥∥ =
∥∥∥
(
dxdxϕ

−1
)

(y′′) η ⟨η⟩−2α⊥∥∥∥

that is uniformly bounded with respect to ϱ = (y, η) if and only if α⊥ ⩾ 1/2, that is
condition (2.5). We check that higher derivatives of f are always uniformly bounded
so we get that uϱ(η̃′′′, ỹ′′) ∈ S(R2(n+1)) is uniformly bounded with respect to ϱ. Since
the Fourier transform sends the Schwartz space to itself continuously [Tay96a, p. 222]
we deduce that ∀ N > 0, ∃ CN,t > 0,

∣∣∣F
(
φϱ ◦ ϕ−1

)
(η′′)

∣∣∣ ⩽
(4.48)

(det δ (η))1/2 CN,t
〈∣∣∣
(
−η′′ + η

(
dϕ−1

ϕ(y)

))
δ (η)

∣∣∣
〉−N

= CN,t (det δ (η))1/2
〈∥∥∥ϕ̃ (ϱ) − (y′, η′′)

∥∥∥
gϱ

〉−N
.

This gives (4.45). □

4.1.6. Global wave packet transform

We have defined the wave packet transform in a local chart. We next define a
global wave packet transform on C∞(M). Recall the notation y = (x, z) ∈ Rn+1,
η = (ξ, ω) ∈ Rn+1 and ϱ = (y, η) ∈ R2(n+1) in (4.8). For a chart index j, we write Bj

for the wave packet transform B defined in (4.38) acting on C∞
0 (Vj) and set

B := ⊕J
j=1Bj : ⊕J

j=1C
∞
0 (Vj) → ⊕J

j=1S
(
R2(n+1)
ϱ

)
.

The global wave packet transform that we will consider is essentially the composition

(4.49) B ◦ I = ⊕J
j=1Bj ◦ Ij : C∞ (M) → ⊕J

j=1S
(
R2(n+1)
ϱ

)
.

But, in order to get a more geometric expression, we would like that each wave
packet corresponds to a point on T ∗M (rather than a point in R2(n+1)

ϱ ) and that
the global wave packet transform sends a function on M to a function on T ∗M .
Simultaneously, we would like to have an exact resolution of identity (4.57). Thus
we define the global wave packet transform as follows.

Notice that for u ∈ C∞(M), the component (BjIj)(u) will not be supported on a
bounded subset in R2(n+1)

ϱ though they decay rapidly on the outside of supp(χj) ×
Rn+1. This is problematic for the purpose of getting the geometric expression men-
tioned above. Our solution to this problem is to consider a bijection ψ̃ from the
space T ∗Vj to R2(n+1)

ϱ = T ∗Rn+1 so that it restricts to the identity map on a small
neighborhood of supp(χj) ⋐ Vj. Recall the notation for local charts in (4.1) with the
constant c > 0. Let ϵ > 0 and
Vj,ϵ := Bnx(c− ϵ)×Bnz (l − ϵ) = {(x, z) ∈ Rn × R; |x| < c− ϵ and |z| < l − ϵ} ⊂ Vj.

We assume ϵ small enough so that supp(χj) ⊂ Vj,ϵ for any j. We take a (surjective)
diffeomorphism
(4.50) ψ : Vj → Rn+1

y
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such that
(4.51) ψ (y) = y for y ∈ Vj,ϵ/2.

We may and will assume that the Jacobian of ψ has temperate growth, that is, for
some N0 > 0 and C > 0,

|det dyψ| ⩽ C |ψ (y)|N0 for all y ∈ Vj

and also that ψ is expanding, that is,
(4.52) ∥ψ (y) − ψ (y′)∥ ⩾ ∥y − y′∥ for all y, y′ ∈ Vj.

Then we consider the trivial extension of the map ψ to T ∗Vj, which is defined by
(4.53) ψ̃ : ϱ = (y, η) ∈ T ∗Vj 7→ ϱ′ = (ψ (y) , η) ∈ T ∗Rn+1.

Beware that this map ψ̃ differs from the canonical extension d∗ψ−1 of ψ to T ∗Vj.

Definition 4.23 (Global wave packet transform T ). — For 1 ⩽ j ⩽ J and
ρ ∈ T ∗Uj, we define a wave packet function Φρ,j ∈ C∞(Uj) ⊂ C∞(M) on the
local chart Uj by

(4.54) Φρ,j(m) := |det (dψ) (κj(m))|1/2 ·
(
I†
jφψ̃(κ̃j(ρ))

)
(m).

Then we define the wave packet transform

(4.55) T :



C∞ (M ;C) → S

(
T ∗M ;CJ

)

u (m) 7→ v (ρ) =
(
⟨Φρ,j|u⟩L2(M)

)
j∈{1,2,...J}

where we set Φρ,j = 0 for ρ /∈ T ∗Uj.

With the definitions above, we obtain the next proposition.

Proposition 4.24 (Resolution of identity on C∞(M)). — The L2-adjoint
operator of T is given by

(4.56) T † :




S
(
T ∗M ;CJ

)
→ C∞ (M ;C)

v (ρ) 7→ u (m) =
∫
ρ∈T ∗M

∑
j vj (ρ) Φρ,j (m) dρ

(2π)n+1 .

We have the following resolution of identity on C∞ (M):

Id/C∞(M) = T †T =
∫

T ∗M
Π (ρ) dρ

(2π)n+1(4.57)

where

(4.58) Π (ρ) :=
J∑

j=1
Φρ,j⟨Φρ,j|.⟩L2 .

The last operator Π(ρ) is a finite rank operator, self-adjoint and non-negative
on L2(M,dm) and satisfies, ∀ ϵ > 0,
(4.59) |Tr (Π (ρ)) − 1| = O

(
∆1−ϵ (ρ) + δ∥ (η)

)
.

and ∥Π(ρ∥TrL2 = Tr(Π(ρ)).
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Remark 4.25. — Eq.(4.57) shows that T : L2(M ;C) → L2(T ∗M ;CJ) is an isom-
etry, see Remark 4.3. A drawback of the previous construction is that Π(ρ) is not
rank one and Π(ρ)2 ̸= Π(ρ). This is inevitable because the wave packets for ρ ∈ T ∗M
on different charts are not equal and the differences are not negligible.

Remark 4.26. — If α∥ < 1 − α
⊥ then the right hand side of (4.59) is simply

O(δ∥(η)), because we have ∆(ρ) ≍ ⟨|η|⟩−(1−α⊥) and δ∥(η) ≍ ⟨|η|⟩−α∥ .

Proof. — We have

Id/C∞(M) =
(4.7),(4.40)

(B ◦ I)† ◦ (B ◦ I)

=
(4.40)

∑

j

∫

R2n+2
I†
j ◦ π (y′, η′) ◦ Ij

dy′dη′

(2π)n+1

=
(4.50)

∑

j

∫

(y,η)∈T ∗Vj

I†
j ◦ π (ψ (y) , η) ◦ Ij |det (dψ (y))| dydη

(2π)n+1

=
∫

T ∗M
Π (ρ) dρ

(2π)n+1 =
(4.58),(4.55),(4.56)

T †T

(4.60)

where, for ρ ∈ T ∗M , m = π(ρ) ∈ M , we set

Π (ρ) :=
∑

j ; y ∈Uj

∣∣∣ det (dψ (κj (m)))
∣∣∣ · I†

j ◦ π
(
ψ̃ (κ̃j (ρ))

)
◦ Ij

=
(4.54)

∑

j

|Φρ,j⟩ ⟨Φρ,j|·⟩ .
(4.61)

The last operator Π(ρ) is of finite rank and L2-self-adjoint. Its trace is

(4.62) Tr (Π (ρ)) =
(4.61),(4.41)

∑

j ; y ∈Uj

∣∣∣ det (dψ (κj (m)))
∣∣∣
〈
φψ̃(κ̃j(ρ))

∣∣∣ IjI†
jφψ̃(κ̃j(ρ))

〉
.

On the right hand side, we have

〈
φψ̃(κ̃j(ρ))

∣∣∣ IjI†
jφψ̃(κ̃j(ρ))

〉
=

(4.6)

∫

y′ ∈Rn+1
χ2
j (y′)

∣∣∣det dκj
(
κ−1
j (y′)

)∣∣∣
∣∣∣φψ̃(κ̃j(ρ)) (y′)

∣∣∣
2
dy′,

= χ2
j (κj (m)) |det dκj (m)|

∥∥∥φψ̃(κ̃j(ρ))

∥∥∥
2

+O
(
δ∥ (η)

)

=
(4.3),(4.35)

1 +O
(
∆1−ϵ (ρ) + δ∥ (η)

)
.

The remainder O(δ∥(η)) in the second line comes from the size of wave packets along
the flow direction and Taylor expansion of the smooth functions in the integral. We
deduce (4.59). □
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Proposition 4.27 (Wave packet projector). — The operator

(4.63) P := T T † : L2
(
T ∗M ;CJ ,

dρ

(2π)n+1

)
→ L2

(
T ∗M ;CJ ,

dρ

(2π)n+1

)

is the orthogonal projector on the image of T . It is called wave packet projector.
Its Schwartz kernel
(4.64) ⟨δρ′,j′ , |Pδρ,j⟩L2(T ∗M) = ⟨Φj′,ρ′|Φj,ρ⟩L2(M)

decays rapidly on the outside the diagonal: for any N⩾0, there exists CN > 0
such that
(4.65)

∣∣∣⟨δρ′,j′ |Pδρ,j⟩L2(T ∗M)
∣∣∣ =

∣∣∣⟨Φj′,ρ′ |Φj,ρ⟩L2(M)
∣∣∣ ⩽ CN ⟨distg (ρ′, ρ)⟩−N

for any ρ, ρ′ ∈ T ∗M .

Proof. — For the former claim, we refer to Remark 4.3. The estimate (4.65) is a
consequence of (4.44). (We will show a more general statement in Lemma 4.51.) □

4.2. Pseudo-differential operators

4.2.1. Pseudo-differential operators (PDO)

In this section we use the family of operators Π(ρ) in (4.58) to define pseudo-
differential operators on C∞(M).

Definition 4.28 (Pseudo-differential operator Op(a)). — Let a ∈ L∞
loc(T ∗M)

whose growth at infinity is temperate in the sense that, for some constant C > 0
and N ⩾ 0, we have
(4.66) |a (ρ)| ⩽ C⟨|ρ|⟩N for all ρ ∈ T ∗M.

For such a function a, we define the pseudo-differential operator (PDO) with
the symbol a

Op (a) : C∞ (M) → C∞ (M)
by

(4.67) Op (a) :=
∫

T ∗M
a (ρ) Π (ρ) dρ

(2π)n+1 =
(4.58),(4.55),(4.56)

T †MaT

where Ma : S(T ∗M ;CJ) → S(T ∗M ;CJ) denotes the component-wise multi-
plication by a, that is, Mav(ρ) = a(ρ)v(ρ). We have Op(1) =

(4.57)
Id.

Remark 4.29. — The quantization formula (4.67) is usually called anti-Wick
quantization [NR11, Defi. 1.7.3] or Toeplitz quantization [Zwo12, Chap. 13.4] (or
Wick quantization in [Ler11, Chap. 2.4.1]) or coherent states quantization. The
function a is called the (anti-Wick) symbol of the operator Op(a).
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Remark 4.30. — From Remark 4.18, for u, v ∈ C∞(M), we have T u, T v ∈
S(T ∗M) and

⟨u|Op (a) v⟩L2(M) =
(4.67)

〈
(T u) (T v)

∣∣∣ a
〉
L2(T ∗M)

,

we deduce that the map Op : a ∈ L∞
loc(T ∗M) 7→ Op(a) defined in (4.67) can be

extended to symbols a that are a tempered distribution:

Op :




S ′ (T ∗M) → L (S (M) ,S ′ (M))
a 7→ Op (a)

,

where L(S(M),S ′(M)) stands for linear operators from S(M) to S ′(M).

Proposition 4.31 (Basic properties of PDO). — If a ∈ L∞(T ∗M), the
operator Op(a) extends to a bounded operator on L2(M) and we have
(4.68) ∥Op (a)∥L2(M) ⩽ |a|L∞(T ∗M) .

If a ∈ L1(T ∗M), the operator Op(a) extends to a trace class operator on
L2(M) whose trace is given by

(4.69) Tr (Op (a)) =
(4.67)

∫
a (ρ) Tr (Π (ρ)) dρ

(2π)n+1

and whose trace norm is bounded as ∀ ϵ > 0,
(4.70) ∥Op (a)∥Tr ⩽

(4.59)

∥∥∥a (ρ)
(
1 +O

(
∆1−ϵ (ρ) + δ∥ (ρ)

))∥∥∥
L1(T ∗M)

.

Proof. — The former claim on the operator norm follows from Lemma 4.27 and
the expression (4.71). (See the proof of Theorem 4.49 where we detail this and prove
a more general statement.) The latter claims on the trace norm are consequences of
the expression (4.67) and the estimate (4.59). □

Remark 4.32. — From (4.68) it is natural to consider the norm L∞(T ∗M) on
symbols space so that the linear operator Op : L∞(T ∗M) → L(L2(M), L2(M)) is
bounded. We will use this to derive expressions as in (5.50).

Remark 4.33. — We can write the PDO Op(a) more explicitly by using local
charts as

(4.71) Op (a) = (BI)† Mã (BI)

where Mã denotes the component-wise multiplication on ⊕J
j=1R2(n+1)

ϱ by functions
ã = (ãj)1⩽ j ⩽ J where ãj : T ∗Rn+1 → C is the function a viewed in the local chart
ψ̃ ◦ κ̃j : T ∗Uj → T ∗Rn+1:

(4.72) ãj (ϱ′) = a
(
κ̃−1
j

(
ψ̃−1 (ϱ′)

))
for ϱ′ ∈ T ∗Rn+1.

Indeed, recalling the definitions of the operator B in (4.38), we have
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Op (a) =
∫

T ∗M
a (ρ) Π (ρ) dρ

(2π)n+1

=
(4.58)

∑

j

∫
a
(
κ̃−1
j (ϱ)

)
|det (dψ (y))| I†

jπ
(
ψ̃ (ϱ)

)
Ij

dϱ

(2π)n+1

=
(4.53)

∑

j

∫

R2n+2
a
(
κ̃−1
j

(
ψ̃−1 (ϱ′)

))
I†
jπ (ϱ′) Ij

dy′dη

(2π)n+1

= (BI)† Mã (BI)

(4.73)

where ϱ = (y, η) ∈ T ∗Vj and ϱ′ = (y′, η) = ψ̃(ϱ) ∈ T ∗Rn+1.

4.2.2. The Sobolev spaces HW (M)

Next we define generalized Sobolev spaces HW (M) from a weight function W ∈
C(T ∗M ;R+) for which we put the following assumption.

Definition 4.34 (Temperate weight function). — We consider a family of
strictly positive continuous functions Wh0 ∈ C(T ∗M ;R+) that depends on
parameter h0 > 0. This family is said to be (CW , NW )-temperate for some
constants CW ⩾ 1, NW > 0 if for every h0 > 0 small enough, we have

(4.74) Wh0 (ρ′)
Wh0 (ρ) ⩽ CW ⟨h0 distg (ρ′, ρ)⟩NW

for every ρ, ρ′ ∈ T ∗Uj and 1 ⩽ j ⩽ J.

For simplicity we will write W = Wh0 . Let us write the unit co-sphere bundle
for the metric gM on M by S∗M := {ρ ∈ T ∗M ; ∥ρ∥gM

= 1}. Then the order
function rW : S∗M → R of W is the function that expresses the (upper)
growth rate of the function W in each direction and defined precisely by
(4.75) rW (ρ) := inf {r ∈ R |∃ C > 0,∀ α > 1,W (αρ) ⩽ Cαr} .

Remark 4.35. — The temperate property of W implies that the function rW is
bounded.

Remark 4.36. — The role of the small parameter h0 in (4.74) is somehow to
assume that the function W is flat with respect to the metric (or with respect to
the size of wave packets). Here is a simple toy model to show how we will use this
parameter h0 technically. Let x ∈ R, A(x) = e−x2 , Wh0(x) := ⟨h0x⟩NW and

I (h0, NW ) :=
∫

R
A (x)Wh0 (x) dx.

We have for fixed h0 > 0 that I(h0, NW ) →
NW → +∞

+∞. However, from the estimate
∀ N,∃ CN , ∀ x|A(x)| ⩽ CN⟨x⟩−N and ∥A(x)∥L1 ⩽ C, we deduce that
(4.76) ∃ C > 0, ∀ NW > 0,∃ h0 > 0, |I (h0, NW )| ⩽ C.
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Proof. — To show (4.76), we split the integral in two parts: (1) |x| ⩽ h−1
0 where

Wh0(x)≍1 and
∫

|x|⩽h−1
0
A(x)W (x)dx ⩽ C independent on NW , h0 and (2) |x| ⩾ h−1

0 ,
where

∫

|x|⩾h−1
0

A (x)W (x) dx ⩽ CNh
NW
0

∫

|x|⩾h−1
0

|x|NW −N dx

⩽ CNh
NW
0

N −NW − 1h
−NW +N−1
0 = CN

N −NW − 1h
N−1
0 ,

for some large N > NW + 1. We finally take h0 small enough. □

We define the Sobolev spaces HW (M) as follows. This definition is similar to
the definition of Sobolev spaces in micro-local analysis given in [Ler11, Defi.2.6.1]
or [NR11, Section 1.7.4].

Definition 4.37 (The Sobolev space HW (M)). — Let W ∈ C(T ∗M ;R+)
be a temperate function (4.74) called weight function. For u, v ∈ C∞(M), we
define the HW -scalar product by

⟨u|v⟩HW
:=
〈
u
∣∣∣Op

(
W 2

)
v
〉
L2(M,dm)

=
(4.73)

〈
MWT u

∣∣∣MWT v
〉
L2
(
T ∗M, dρ

(2π)n+1

).
(4.77)

The associated HW -norm is defined by
∥u∥2

HW
:= ⟨u|u⟩HW

= ∥MWT u∥2
L2(T ∗M) .(4.78)

The Sobolev space HW (M) is defined as the Hilbert space obtained by com-
pletion of C∞(M) with respect to the norm (4.78):

(4.79) HW (M) := C∞ (M)∥.∥HW .

By definition we have the isometric embedding

(4.80) MWT : HW (M) → L2
(
T ∗M ;CJ

)
.

We have
Hrmax (M) ⊂ HW (M) ⊂ Hrmin (M)

where Hr(M) denotes the usual Sobolev space of constant order r ∈ R [Tay96a,
Chap.3] and rmax := maxS∗M rW , rmin := − maxS∗M rW−1 with the order function
rW defined in Definition 4.34. In particular, if W ≡ 1, we have ∥u∥W = ∥u∥L2(M)
and HW (M) = L2(M) from (4.60).

4.2.3. How to estimate the operator norm using Schur Lemma

We give here a general remark about a way (very common in microlocal analysis)
to estimate the operator norm ∥B∥HW

of a given operator B : HW (M) → HW (M).
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We consider the commutative diagram:

(4.81)

HW (M) B−−−→ HW (M)

MW T
y MW T

y

L2
(
T ∗M ;CJ

)
BW−−−→ L2

(
T ∗M ;CJ

)

where BW denotes the lifted operator defined by

(4.82) BW := MWT BT †MW−1 .

From (4.80), MWT is an isometric embedding and M†
W = MW−1 , hence ∥MWT ∥

= 1, ∥T †MW−1∥ = ∥(MWT )†∥ = 1 and the operator norm of B on HW (M) is equal
to that of BW on L2(T ∗M ;CJ) (recall Remark 4.3.):

(4.83) ∥B∥HW
= ∥BW∥L2(T ∗M ;CJ ) .

We can estimate ∥BW∥L2(T ∗M ;CJ ) from its Schwartz kernel

⟨δρ′,j′ |BW δρ,j⟩ =
〈
δρ′,j′

∣∣∣ T BT †δρ,j
〉W (ρ′)
W (ρ)

and using Schur Lemma:

Lemma 4.38 (Schur Lemma). — [Mar02, Lemma 2.8.4, p. 50].

(4.84) ∥BW∥L2(T ∗M ;CJ ) ⩽

sup
ρ′,j′

∑

j

∫
|⟨δρ′,j′ |BW δρ,j⟩| dρ




1/2
sup

ρ,j

∑

j′

∫
|⟨δρ′,j′ |BW δρ,j⟩| dρ′




1/2

.

Remark 4.39. — To estimate the trace norm ∥B∥TrHW
= ∥BW∥TrL2 we note that

the operator B is written as an integral of rank one operators:

B =
(4.82)

T †W−1BWWT

=
∑

j,j′

∫
⟨δρ′,j′ |BW δρ,j⟩ · W (ρ)

W (ρ′) · |Φρ′,j′⟩ ⟨Φρ,j |. ⟩L2
dρ′

(2π)n+1
dρ

(2π)n+1

(4.85)

and ∥|Φρ′,j′⟩⟨Φρ,j|.⟩L2∥TrHW
= ∥Φρ,j∥2

HW
⩽ C uniformly.

4.2.4. Description of the vector field X by a PDO

We first introduce a definition that will be used to express that some operator R
is “under control” or “negligible” in our analysis. It will means that the Schwartz
kernel of T RT † decays very fast outside the diagonal graph of ϕ̃t defined in (4.13)
and moreover that on the graph, the Schwartz kernel is bounded by a given positive
function h(ρ).
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Definition 4.40. — Let t ∈ R and a positive function h : ρ ∈ T ∗M →
h(ρ) ∈ R+. We define Ψϕ̃t(h) as the set of operators R : S(M) → S ′(M)
such that for any N > 0, there exists a constant CN,t > 0 such that for any
ρ, ρ′ ∈ T ∗M

(4.86)
∣∣∣⟨δρ′|T RT †δρ⟩L2(T ∗M)

∣∣∣ ⩽ CN,t
〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N
h (ρ) .

In particular for t = 0, we simply write Ψ(h) := Ψϕ̃t(h).

Remark 4.41. — h is defined up to constant scaling i.e. for any C > 0,

Ψϕ̃t (h) = Ψϕ̃t (Ch) .

Proposition 4.42 (Principal symbol of the vector field X). — We have
(4.87) −X = Op (iω) +R

with a remainder R ∈ Ψ(⟨|ρ|⟩α∥), where ω denotes the frequency function (5.1)
and 0 ⩽ α∥ < 1 is a parameter for the metric g along the flow direction in (2.5).

Proof. — For ρ′ ∈ T ∗M , we put ω′ = ω(ρ′). Since (−X) = ∂
∂z

in flow box coor-
dinates, we check from (4.54) and (4.34) (or the asymptotic expression (2.9)) that
∀ N > 0,∃ CN > 0,∀ ρ, ρ′,∀ j, j′,

(4.88)
∣∣∣ ⟨Φρ′,j′ | (−X − iω′) Φρ,j⟩

∣∣∣

=
∣∣∣ ⟨(−X − iω′) Φρ′,j′ | Φρ,j :⟩

∣∣∣ ⩽ δ∥ (ρ)−1 CN ⟨distg (ρ′, ρ)⟩−N
,

where δ∥(ρ)−1 =
(2.6)

⟨|ρ|⟩α∥ . □

Remark 4.43. — The error term R in (4.87) dominates the principal term on the
domain ρ = (ξ, ω) ∈ T ∗M s.t. |ξ|α∥ ⩾ ω.

4.2.5. Continuity theorem for PDO

The next theorems are a variant of standard theorem for PDO, called continuity
theorem and composition theorem. We state and prove them here for the PDO’s
that we have defined in (4.67).

Recall that in the definition (4.74) of temperate property of the weight W , there are
two parameters NW , h0. In the next Theorem, we obtain a bound for the operator
norm ∥Op(a)∥HW (M) → HW (M). This bound can be uniform with respect to NW if
h0 > 0 is chosen small enough accordingly.
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Theorem 4.44 (Continuity theorem). — Suppose that W is (CW , NW )-
temperate according to property (4.74). Then there exists a constant C > 0
such that for any bounded measurable function a ∈ L∞(T ∗M), the PDO Op(a)
extends to a bounded operator on HW (M) with the following estimate

∥Op(a)∥HW (M) → HW (M) ⩽ C∥a∥L∞ .

Moreover, C may depend on CW but not on NW if h0 is taken small enough.

Proof. — We write
(Op (a))W =

(4.82)
WPMaPW−1

So

⟨δρ′ | (Op (a))W δρ⟩ = W (ρ′)
W (ρ)

∫
⟨δρ′ | Pδρ1⟩ a (ρ1) ⟨δρ1 |Pδρ⟩

dρ1

(2π)n+1 ,

and ∀ N > 0,∃ CN > 0,

|⟨δρ′ | (Op (a))W δρ⟩|

⩽
(4.74),(4.65)

CW ⟨h0 distg (ρ′, ρ)⟩NW CN

∫
⟨distg (ρ′, ρ1)⟩−N |a (ρ1)| ⟨distg (ρ1, ρ)⟩−N dρ1

(2π)n+1

⩽ CW ⟨h0 distg (ρ′, ρ)⟩NW CN∥a∥L∞ ⟨distg (ρ′, ρ)⟩−N

If h0distg(ρ′, ρ) ⩽ 1 then ∀ N > 0,∃ CN > 0,
|⟨δρ′| (Op (a))W δρ⟩| ⩽ CWCN∥a∥L∞ ⟨distg (ρ′, ρ)⟩−N

with CN independent on NW . If h0distg(ρ′, ρ) ⩾ 1 then
⟨h0 distg (ρ′, ρ)⟩NW CN ⟨distg (ρ′, ρ)⟩−N ≍ CNh

NW
0 ⟨distg (ρ′, ρ)⟩−N+NW

= CN ′ ⟨distg (ρ′, ρ)⟩−N ′
,

(4.89)

with N ′ = N −NW and CN ′ = CNh
NW
0 . If we take h0 small enough with respect to

NW we get again ∀ N ′ > 0, ∃ CN ′ > 0,
|⟨δρ′ | (Op (a))W δρ⟩| ⩽ CWCN ′∥a∥L∞ ⟨distg (ρ′, ρ)⟩−N ′

with CN ′ independent on NW . Finally, by Schur Lemma 4.38 we conclude that the
operator norm of Op(a)W in L2 is bounded by C∥a∥L∞ and the same holds true for
Op(a) in HW (M), where C depends on CW but does not depend on NW , and h0 > 0
has been taken small enough depending on NW . □

4.2.6. Composition theorem for PDO

Definition 4.45. — Let h ∈ C(T ∗M ;R+) be some continuous function, let
N0 ⩾ 0 and 0 < h0 < 1. A bounded measurable function b ∈ L∞(T ∗M) is said
to be (h,N0, h0)-slowly varying symbol with respect to the metric g if
(4.90) |b (ρ′) − b (ρ)| ⩽ h (ρ) ⟨h0 distg (ρ′, ρ)⟩N0 for all ρ, ρ′ ∈ T ∗M.
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Remark 4.46. — The small parameter h0 will be used in Lemma 5.11. Recall
Remark 4.36 about the usefulness of a similar small parameter h0.

The following lemma will be useful in the proof of the composition Theorem 4.49
below. Recall P = T T † defined in (4.63).

Lemma 4.47 (Basic Lemma for slow varying symbols). — Assume that b ∈
C(T ∗M) satisfies the slow variation property (4.90) with a function h and some
parameters N0, h0 > 0. Then the Schwartz kernel of the operator [Mb,P] =
MbP − PMb satisfies ∀ N, ∃ CN > 0,∃ h0 > 0, ∀ ρ′, ρ ∈ T ∗M,∀ j, j′ ∈
{1, . . . J},
(4.91) |⟨δρ′,j′ | [Mb,P ] δρ,j⟩| ⩽ CNh (ρ) ⟨distg (ρ′, ρ)⟩−N

.

Using the notation of Definition 4.40, we can write that [Mb,P ] ∈ Ψ(h).

Proof. — We have

⟨δρ′,j′ | [Mb,P ] δρ,j⟩ = ⟨δρ′,j′ | Pδρ,j⟩ (b (ρ′) − b (ρ))

Hence ∀ N > 0,∃ CN > 0,

|⟨δρ′,j′ | [Mb,P ] δρ,j⟩| ⩽
((4.65),(4.90))

CNh (ρ) ⟨distg (ρ′, ρ)⟩−N ⟨h0 distg (ρ′, ρ)⟩N0

⩽ CNh (ρ) ⟨distg (ρ′, ρ)⟩−N
.

For the last line we proceed as in (4.89) with h0 small enough. □

Remark 4.48. — In following Lemma and Theorems we will still have “uniform
estimates w.r.t. NW ,N0” in the sense of letting h0 > 0 be small depending on
NW , N0 > 0 (as in Theorem 4.44), and for this, we will use the shorter notation
“∃ C > 0,∀ NW , N0 > 0,∃ h0 > 0”.

Theorem 4.49 (Composition theorem). — For a bounded measurable func-
tion a ∈ L∞(T ∗M) and slowly varying symbol b ∈ L∞(T ∗M) as (4.90) with
function h and parameters N0, h0 > 0, let us consider the operator

B := Op (a) Op (b) − Op (ab) .
For the Schwartz kernel of the corresponding lifted operator BW =
MWT BT †MW−1 as defined in (4.82) with parameter NW in (4.74), we have ∀
N > 0,∃ CN > 0, ∀ NW , N0 > 0,∃ h0 > 0, ∀ ρ′, ρ ∈ T ∗M, ∀ j, j′ ∈ {1, . . . J},

|⟨δρ′,j′ |BW δρ,j⟩| ⩽ CN |a (ρ)|h (ρ) ⟨distg (ρ′, ρ)⟩−N
.

Using the notation of Definition 4.40, we can write that BW ∈ Ψ(|a|h). Conse-
quently ∃ C > 0,∀ NW , N0 > 0,∃ h0 > 0,

(1) If ∥ah∥L∞ < ∞, we have
(4.92) ∥B∥HW

⩽ C ∥ah∥L∞ .
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(2) If ∥ah∥L1 < ∞, the difference Op(a) ◦ Op(b) − Op(ab) is a trace class
operator on HW (M) and we have

∥B∥TrHW
⩽ C ∥ah∥L1 .

These claims hold if we exchange Op(a) and Op(b) in the definition of B.

Proof. — We write

BW =
(4.82)

WPMa (PMb − MbP) PW−1

So (we omit chart indices j, j′ for simplicity)

⟨δρ′ |BW δρ⟩

= W (ρ′)
W (ρ)

∫
⟨δρ′ | Pδρ1⟩ a (ρ1) ⟨δρ1 | [P ,Mb] δρ2⟩ ⟨δρ2 | Pδρ⟩

dρ1

(2π)n+1
dρ2

(2π)n+1 ,

and

|⟨δρ′|BW δρ⟩|

⩽
(4.74),(4.65),(4.90),(4.91)

CW ⟨h0 distg (ρ′, ρ)⟩NW CN

∫
⟨distg (ρ′, ρ1)⟩−N

|a (ρ1)|h (ρ1) ⟨distg (ρ1, ρ2)⟩−N ⟨distg (ρ2, ρ)⟩−N dρ1

(2π)n+1
dρ2

(2π)n+1 ,

⩽ CWCN |a (ρ)|h (ρ) ⟨distg (ρ′, ρ)⟩−N

In the last line, h0 is chosen small enough with respect to NW , N0. We obtain Item 1
by Schur Lemma 4.38 and Item 2 using Remark 4.39. □

The following corollary will be used in Section 5.3.3 and can be skipped for the
moment.

Corollary 4.50. — Let ΩR be a compact subset on T ∗M which depends
on a parameter R ⩾ 1. Let 1ΩR

: T ∗M → {0, 1} the characteristic function of
ΩR. Assume that bR : T ∗M → C is a measurable function that takes constant
value 1 on the R−neighborhood of ΩR, that is,

bR (ρ′) = 1 whenever distg (ρ′, ρ) ⩽ R for ρ ∈ ΩR and ρ′ ∈ T ∗M.

Assume further that the growth of bR on the outside of ΩR is temperate
uniformly in R in the sense that there exists N0 > 0 and C0 > 0 independent
of the parameter R such that ∀ ρ′, ρ ∈ T ∗M ,

|bR (ρ′) − bR (ρ)| ⩽ C0 ⟨distg (ρ′, ρ)⟩N0 .

Then, for arbitrarily large N > 0, there exists a constant CN,W > 0 such that
for any R ⩾ 1,
(4.93) ∥Op (bR) ◦ Op (1ΩR

) − Op (1ΩR
)∥HW

⩽ CN,WR
−N .
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Proof. — Let us check first that, for arbitrarily large N > 0, we have

|bR (ρ′) − bR (ρ)| ⩽ C0R
−Ndistg (ρ′, ρ)N0+N for all ρ ∈ ΩR and ρ′ ∈ T ∗M.

This is trivial if distg(ρ′, ρ) ⩽ R because bR(ρ′) = bR(ρ) = 1. If distg(ρ′, ρ) ⩾ R ⩾ 1,
we have

|bR (ρ′) − bR (ρ)| ⩽ C0distg (ρ′, ρ)N0 ⩽ C0R
−Ndistg (ρ′, ρ)N+N0 ,

so this is true again. Now we apply Theorem 4.49 with setting a = 1ΩR
, b = bR and

h ≡ R−N . Since Op(ab) = Op(1ΩR
bR) = Op(1ΩR

) and ∥ah∥L∞ = ∥1ΩR
h∥L∞ = R−N ,

we obtain the conclusion (4.93). □

4.3. Properties of the transfer operator

In this section we consider the transfer operator Lt = exp(tA) with A = −X + V
defined in (3.8). As we noted at the beginning of this section, we will assume only
that X is a smooth non-singular vector field on M and V is some smooth complex
valued function on M .

4.3.1. The matrix elements of the transfer operator between wave packets

The next theorem is rather a direct consequence of Lemma 4.21. It shows that
the Schwartz kernel of the lifted operator T LtT † (i.e. the matrix elements of the
transfer operator Lt expressing transformation between wave-packets)

(4.94)
〈
δρ′,j′

∣∣∣ T LtT †δρ,j
〉
L2(T ∗M)

=
(4.56)

〈
Φρ′,j′

∣∣∣LtΦρ,j

〉
L2(M)

is (micro-)localized around the graph of the flow map ϕ̃t in T ∗M , Eq.(4.13), with
respect to the distance distg (·, ·).

Theorem 4.51 (Propagation of singularities by the transfer operator Lt). —
For any t ∈ R and any N > 0, there exists a constant CN,t > 0 such that

(4.95)
∣∣∣∣
〈
δρ′,j′

∣∣∣ T LtT †δρ,j
〉
L2(T ∗M)

∣∣∣∣ ⩽ CN,t
〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N

for any ρ, ρ′ ∈ T ∗M and 0 ⩽ j, j′ ⩽ J . Using the notation of Definition 4.40,
we can write that Lt ∈ Ψϕ̃t(1).

Proof. — Let t ⩾ 0 and ρ, ρ′ ∈ T ∗M . We take 0 ⩽ j, j′ ⩽ J such that m = π(ρ) ∈
Uj and m′ = π(ρ′) ∈ Uj′ respectively. In the following we will sometimes omit the
indices j and j′ from the notation. Set

ϱ = (y, η) = ψ̃ (κ̃j (ρ)) , ϱ′ = (y′, η′) = ψ̃ (κ̃j′ (ρ′)) ∈ T ∗Rn+1
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where κ̃j is defined in (4.8) and ψ̃ is defined in (4.53). We write the Schwartz
kernel (4.94) as

(4.96)
〈
δρ′,j′

∣∣∣ T LtT †δρ,j
〉
L2(T ∗M)

=
(4.54)

∣∣∣ det
(
dψ (κj′ (m′))

)∣∣∣
1/2∣∣∣ det

(
dψ (κj (m))

)∣∣∣
1/2 〈

φϱ′
∣∣∣
(
Ij′LtI†

j

)
φϱ
〉
L2 .

Below we estimate the last term

(4.97) K (ϱ′, ϱ) :=
〈
φϱ′

∣∣∣
(
Ij′LtI†

j

)
φϱ
〉
L2 .

We assume that ϕt(Uj) ∩ Uj′ ̸= ∅ because the Schwartz kernel vanishes otherwise.
Let

ϕ := κj′ ◦ ϕt ◦ κ−1
j : κj

(
Uj ∩ ϕ−t (Uj′)

)
→ κj′

(
ϕt (Uj) ∩ Uj′

)
.

For u ∈ S(Rn+1
y ), we have for y′′ ∈ Rn+1,

(4.98)
(
Ij′LtI†

ju
)

(y′′) =
(3.8)

Y (y′′)u
(
ϕ−1 (y′′)

)

where Y : Rn+1 → R is a C∞ function written precisely as

Y (y′′) = e
V[−t,0]

(
κ−1

j′ (y′′)
)
χj′ (y′′)χj

(
ϕ−1 (y′′)

)
.

The definition of the function Y (.) is rather complicated but we only need the
property that it is C∞ function supported on a compact subset suppχj′ . We have

K (ϱ′, ϱ) =
(4.97),(4.98)

∫

Rn+1
φϱ′ (y′′)φϱ

(
ϕ−1 (y′′)

)
Y (y′′) dy′′.(4.99)

We first bound this integral “in space” and use (4.44), getting that ∀ N > 0,∃ CN,t >
0, ∀ ϱ, ϱ′ ∈ T ∗Rn+1,

|K (ϱ′, ϱ)| ⩽
(4.99)

∫

Rn+1

∣∣∣φϱ′ (y′′)
∣∣∣
∣∣∣φϱ

(
ϕ−1 (y′′)

)∣∣∣ |Y (y′′)| dy′′(4.100)

⩽
(4.44)

(det δ (η′))−1/2 (det δ (η))−1/2 CN,t

∫

Rn+1

〈
δ (η′)−1 (y′ − y′′)

〉−N 〈
δ (η)−1

(
ϕt (y) − y′′

)〉−N
dy′′

Let δmax := max{δ(η), δ(η′)} and

q := δ−1
maxy

′′, a := δ−1
maxy

′, b := δ−1
maxϕ

t (y)

giving

|K (ϱ′, ϱ)|

⩽ (det δ (η′))−1/2 (det δ (η))−1/2 (det δmax)CN,t
∫

Rn+1
⟨|q − a|⟩−N ⟨|q − b|⟩−N dq
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We split the integral:
∫

Rn+1
⟨|q − a|⟩−N ⟨|q − b|⟩−N dq

⩽
∫

q∈Rn+1,|q−a|⩽|q−b|
⟨|q − b|⟩−N dq +

∫

q∈Rn+1,|q−a|⩾|q−b|
⟨|q − a|⟩−N dq.

Let D := 1
2 |a− b|. Since {q ∈ Rn+1, |q − a| ⩽ |q − b|} ⊂ {q ∈ Rn+1, |q − b| ⩾ D}, we

have for D ⩾ 1, ∃ C,C ′, C ′′ > 0 ∀ N ,
∫

q ∈Rn+1,|q−a|⩽ |q−b|
⟨|q − b|⟩−N dq

⩽
∫

q ∈Rn+1,|q−b|⩾D
⟨|q − b|⟩−N dq =

∫

q ∈Rn+1,|q|⩾D
⟨|q|⟩−N dq

⩽ C
∫

r>D
r−N+ndr ⩽ C ′D−N+n+1 ⩽ C ′′ ⟨|a− b|⟩−N+n+1 .

Hence
∫

Rn+1
⟨|q − a|⟩−N ⟨|q − b|⟩−N dq ⩽ C ⟨|a− b|⟩−N+n+1

⩽ C
〈∣∣∣δ−1

max

(
y′ − ϕt (y)

)∣∣∣
〉−N+n+1

.

Let (yt, ηt) := ϕ̃t(ϱ). Using (4.25) we deduce that ∀ N > 0,∃ CN,t > 0,∀ ϱ, ϱ′ ∈
T ∗Rn+1,

(4.101) |K (ϱ′, ϱ)| ⩽ CN,t

〈∥∥∥ϕ̃t (ϱ) − (y′, ηt)
∥∥∥
gϱ

〉−N
.

Secondly we can write and bound the same integral (4.99) in Fourier space:

K (ϱ′, ϱ) =
(4.97),(4.98)

∫

Rn+1
(Fφϱ′) (η′′)F

(
Y.φϱ ◦ ϕ−1

)
(η′′) dη′′

and using (4.45), we deduce similarly that ∀ N > 0,∃ CN,t > 0, ∀ ϱ, ϱ′ ∈ T ∗Rn+1,

(4.102) |K (ϱ′, ϱ)| ⩽ CN,t

〈∥∥∥ϕ̃t (ϱ) − (yt, η′)
∥∥∥
gϱ

〉−N
.

Finally we write

ϕ̃t (ϱ) − ϱ′ = ϕ̃t (ϱ) − (y′, ηt) + (y′, ηt) − (y′, η′)
= ϕ̃t (ϱ) − (y′, ηt) + (yt, ηt) − (yt, η′)

=
(
ϕ̃t (ϱ) − (y′, ηt)

)
+
(
ϕ̃t (ϱ) − (yt, η′)

)

and from (4.101), (4.102) we deduce that ∀ N > 0,∃ CN,t > 0,∀ ϱ, ϱ′ ∈ T ∗Rn+1,

|K (ϱ′, ϱ)| ⩽ CN,t

〈∥∥∥ϕ̃t (ϱ) − ϱ′
∥∥∥
gϱ

〉−N
.

Finally, from (4.96), properties of the map ψ̃ in (4.53) and using (4.29), we ob-
tain (4.95). □
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4.3.2. Egorov’s Theorem on evolution of PDO.

The results of this section are direct consequences of Theorem 4.51. This first basic
lemma will be used later.

Lemma 4.52 (Basic Egorov’s Lemma for slow varying symbols). — Assume
that a ∈ C(T ∗M ;C) satisfies the slow variation property (4.90) with function
h and parameters N0, h0 > 0. Then the Schwartz kernel of the operator

R := T LtT †Ma◦ϕ̃t − MaT LtT †

satisfies ∀ N,∃ CN,t > 0,∀ N0 > 0,∃ h0 > 0,∀ ρ′, ρ ∈ T ∗M, ∀ j, j′ ∈ {1, . . . J},

(4.103) |⟨δρ′,j′ |Rδρ,j⟩| ⩽ h (ρ′)CN,t
〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N
.

Proof. — We have

⟨δρ′,j′ |Rδρ,j⟩ =
〈
δρ′,j′

∣∣∣ T LtT †δρ,j
〉 (
a
(
ϕ̃t (ρ)

)
− a (ρ′)

)

and hence

|⟨δρ′,j′ |Rδρ,j⟩| ⩽
(4.95),(4.90)

h (ρ′)CN,t
〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N 〈
h0distg

(
ρ′, ϕ̃t (ρ)

)〉N0

⩽ h (ρ′)C ′
N,t

〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N

For the last line we proceed as in (4.89) with h0 small enough. □
The next theorem concerns the operator e−tX that is the transport part of the

transfer operator Lt = et(−X+V ). We will use this theorem later in the proof of
Lemma 5.16.

Theorem 4.53 (Egorov’s Theorem). — Assume that a ∈ C(T ∗M ;C) is a
slowly varying symbol (Eq. (4.90) with parameters N0, h0 > 0). Let us consider
the operator

B := e−tXOp
(
a ◦ ϕ̃t

)
− Op (a) e−tX .

For the Schwartz kernel of the corresponding lifted operator BW =
MWT BT †MW−1 as defined in (4.82) with parameter NW in (4.74), we have
∀ t ∈ R,∀ N > 0,∃ CN,t > 0,∀ NW , N0 > 0,∃ h0 > 0, ∀ ρ′, ρ ∈ T ∗M,∀ j, j′ ∈
{1, . . . J},

|⟨δρ′,j′|BW δρ,j⟩| ⩽ CN,t
W
(
ϕ̃t (ρ)

)

W (ρ) h
(
ϕ̃t (ρ)

) 〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N

Using the notation of Definition 4.40, we can write that B ∈ Ψϕ̃t(h). Conse-
quently ∀ t ∈ R, ∃ Ct > 0,∀ NW , N0 > 0,∃ h0 > 0,

(4.104) ∥B∥HW
⩽ Ct

∥∥∥∥∥
W ◦ ϕ̃t
W

· h
∥∥∥∥∥
L∞
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and

(4.105) ∥B∥TrHW
⩽ Ct

∥∥∥∥∥
W ◦ ϕ̃t
W

· h
∥∥∥∥∥
L1

provided that the norm on the right-hand side is bounded in the respective
inequality.

Proof. — We set

R := T e−tXT †Ma◦ϕ̃t − MaT e−tXT †,

and

BW :=
(
e−tXOp

(
a ◦ ϕ̃t

)
− Op (a) e−tX

)
W

=
(4.82)

,WPRPW−1

We will omit chart indices j, j′ for simplicity. We have

⟨δρ′ |BW δρ⟩

= W (ρ′)
W
(
ϕ̃t (ρ)

)
W
(
ϕ̃t (ρ)

)

W (ρ)

∫
⟨δρ′ | Pδρ1⟩ ⟨δρ1 |Rδρ2⟩ ⟨δρ2 | Pδρ⟩

dρ1

(2π)n+1
dρ2

(2π)n+1

and

|⟨δρ′|BW δρ⟩|

⩽
(4.74),(4.65),(4.90),(4.103)

W
(
ϕ̃t (ρ)

)

W (ρ) CW
〈
h0 distg

(
ρ′, ϕ̃t (ρ)

)〉NW
CN,t

∫
⟨distg (ρ′, ρ1)⟩−N

h (ρ1)
〈
distg

(
ρ1, ϕ̃

t (ρ2)
)〉−N 〈

h0 distg
(
ρ1, ϕ̃

t (ρ2)
)〉N0

⟨distg (ρ2, ρ)⟩−N dρ1

(2π)n+1
dρ2

(2π)n+1

⩽ CWCN,t
W
(
ϕ̃t (ρ)

)

W (ρ) h
(
ϕ̃t (ρ)

) 〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N
.

In the last line, h0 is chosen small enough with respect to NW , N0. We deduce (4.104)
using Schur Lemma 4.38 and also (4.105) from Remark 4.39. □

4.3.3. Strong continuity of the one-parameter group of transfer operators

In the next Lemma we show strong continuity of the transfer operator (this is
version 1). Later in Lemma 5.11, with additional properties on the escape function
W we will get some improved estimates (version 2).
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Lemma 4.54 (Strong continuity of transfer operator Lt (version 1)). —
Assume that W is a temperate weight (according to Definition 4.34) and
assume that, for some constant C > 0 and τ > 0,

(4.106)
W
(
ϕ̃t (ρ)

)

W (ρ) ⩽ C for any ρ ∈ T ∗M and t ∈ [0, τ ] .

Then the transfer operator Lt extends to a strongly continuous semi-group
of bounded operators Lt : HW (M) → HW (M) with generator A = −X + V
given in (3.9). Moreover, we have the uniform estimate w.r.t. NW that writes
∃ C ′, C ′′ > 0,∀ NW ,∃ h0 > 0,∀ t ⩾ 0, ∥Lt∥HW

⩽ C ′etC
′′ .

If in addition, we have that

(4.107)
W
(
ϕ̃t (ρ)

)

W (ρ) ⩾ 1
C

for any ρ ∈ T ∗M and t ∈ [0, τ ]

then Lt : HW (M) → HW (M) with t ∈ R form a strongly continuous group.

Proof. — Assume that the condition (4.106) holds. Let t ⩾ 0 and as in (4.82),
consider the lifted operator Lt

W := MWT LtT †MW−1 . For its Schwartz kernel, we
have

∣∣∣
〈
δρ′,j′

∣∣∣Lt
W δρ,j

〉∣∣∣ =
(4.94)

W (ρ′)
W (ρ)

∣∣∣
〈
Φρ′,j′

∣∣∣LtΦρ,j

〉∣∣∣

⩽
(4.95)

W (ρ′)
W (ρ) CN,t

〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N

= CN,t



W
(
ϕ̃t (ρ)

)

W (ρ)




 W (ρ′)
W
(
ϕ̃t (ρ)

)



〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N

⩽
(4.106),(4.74)

CN,tCCW
〈
h0 distg

(
ρ′, ϕ̃t (ρ)

)〉NW
〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N

⩽ CWC
′
N,t

〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N

For the last line we proceed as in (4.89) with h0 small enough with respect to
NW . If we let N be large enough then, by Schur Lemma 4.38, we obtain that
Lt
W : L2(T ∗M) → L2(T ∗M) is bounded for any t ⩾ 0 and therefore Lt : HW (M) →

HW (M) is bounded. For u ∈ C∞ (M), we have ∥Ltu − u∥C∞ → 0 as t → 0 and
consequently ∥Ltu − u∥HW

→ 0. Since C∞(M) is dense in HW this is also true for
u ∈ HW . Therefore Lt is strongly continuous. This finishes the proof of the former
part. For the latter part of the theorem, we consider L−t = et(−A) with t ⩾ 0 instead
of Lt. Then the condition (4.107) reads W (ϕ̃−t(ρ))

W (ρ) ⩽ C and the same procedure as
above yields the conclusion. □
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5. Proof of Theorems 2.1 and 2.3 on discrete spectrum and
Weyl law

In this section we will assume that X is a general Anosov vector field on M . We
first describe the geometry of the lifted flow ϕ̃t : T ∗M → T ∗M in Section 5.1. Then
we explain how to design a suitable escape (or weight) function W : T ∗M → R+,∗ in
order to obtain Theorems 2.1 and 2.3 for the Sobolev space HW (M) in Section 5.2.2.
Finally in Section 5.3 we provide the proofs of Theorem 2.1 and 2.3, which gives
discrete spectrum and the Fractal Weyl law.

5.1. The lifted flow ϕ̃t in the cotangent bundle T ∗M and the trapped set
E∗

0

We define the frequency function ω ∈ C∞(T ∗M ;R) by(11)

(5.1) ω (ρ) := X (ρ) for ρ ∈ T ∗M.

The dual decomposition of (3.2) is(12)

(5.2) T ∗
mM = E∗

u (m) ⊕ E∗
s (m) ⊕ E∗

0 (m)

for m ∈ M with

(5.3) E∗
0 (Eu ⊕ Es) = 0, E∗

s (Es ⊕ E0) = 0, E∗
u (Eu ⊕ E0) = 0.

Since E0 = RX, we have E∗
u ⊕ E∗

s =
(5.3)

Ker(X) =
(5.1)

ω−1(0) and therefore the
correspondence m 7→ E∗

u(m) ⊕ E∗
s (m) is smooth. We have

(5.4) E∗
0 =

(3.6)
RA = {ωA (m) , m ∈ M,ω ∈ R}

and the map m 7→ E∗
0(m) is Hölder continuous with exponent β0.

A cotangent vector ρ ∈ T ∗
mM is decomposed accordingly to the dual decomposi-

tion (5.2)

(5.5) ρ = ρu + ρs + ρ0︸︷︷︸
ωA (m)

with components

ρu ∈ E∗
u, ρs ∈ E∗

s , ρ0 = ωA (m) ∈ E∗
0 , ω = ω (ρ) ∈ R.

Recall the lifted flow ϕ̃t : T ∗M → T ∗M introduced in (4.13). If we denote ρ(t) =
ϕ̃t(ρ) and m(t) = ϕt(m), we write ρ(t) = ρu(t) + ρs(t) + ω(t)A (m(t)) as in (5.5),

(11) In micro-local analysis, the function ω is the principal symbol of the operator −iX, see [FS11,
footnote on p. 332.].
(12) Beware that the notations of E∗

u, E∗
s are interchanged with respect to the natural definition

from linear algebra conventions of duality. The advantage of this choice is that the dynamics is
contracting (stable) on the space E∗

s and expanding (unstable) on the space E∗
u, see (5.6).

TOME 6 (2023)



384 F. FAURE & M. TSUJII

and the hyperbolicity assumption (3.3) gives that

(5.6) |ρu (t)| ⩾ 1
C
eλmint |ρu (0)| , |ρs (t)| ⩽ Ce−λmint |ρs (0)| ,

ω (t) = ω (0) for t ⩾ 0,
where |ρu(t)| = ∥ρu(t)∥gM

is the norm measured with the dual metric gM on the
cotangent bundle T ∗M induced by gM on TM . See Figure 5.1.

From (5.6), we see that the set E∗
0 = RA defined in (5.4) is the trapped set of the

flow ϕ̃t in the sense that
E∗

0 =
{
ρ ∈ T ∗M | the orbit

{
ϕ̃t (ρ) ∈ C | t ∈ R

}
is relatively compact in T ∗M

}
.

E∗
0 is a (Hölder continuous) rank one sub-bundle of T ∗M , with dimE∗

0 = n+ 2 and,
in terms of dynamical system theory, E∗

0 is just the non-wandering set of the flow
ϕ̃t : T ∗M → T ∗M .
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X
φt

Eu
Es

0

ρ

E∗u(m)

φ̃t(ρ)

φ̃tX̃

0

E∗s (m)

m

Es

ωA (m)
A (m)

E∗0 (m)
Trapped set

T ∗mM T ∗φt(m)M

φt(m)

u

M

Ltu Eu

Σω(m)

Figure 5.1. The Anosov flow φt = exp (tX) on M is lifted to a Hamiltonian
flow φ̃t = exp

(
tX̃
)
in the cotangent bundle T ∗M . The lines on the base (in

magenta) represent “internal oscillations” of a function u at point m ∈M . These
oscillations correspond to a cotangent vector ρ ∈ T ∗mM . Transported by the flow
φt, these oscillations become parallel to Eu, i.e. the direction of φ̃t (ρ) converges
to E∗u ⊂ T ∗M and φ̃t (ρ) remains in the frequency level Σω := ω−1 (ω) (in blue).
The trapped set E∗0 (in green) of the lifted flow φ̃t is the Hölder continuous rank
one vector bundle E∗0 = RA where A is the Anosov one form.

Definition 5.1 (slowly varying and h⊥γ -temperate property for a weight
function W ). — A (family of) continuous function W ∈ C (T ∗M ;R+) that
depends on h0 > 0, is said to be slowly varying and h⊥γ -temperate, if there
exists 0 < µ < 1, CW > 0 and NW > 0 independent of h0 such that

(5.8) W (ρ′)
W (ρ) 6 1 + CWh

µ
0

〈
h⊥γ (ρ) distg (ρ′, ρ)

〉NW for all ρ, ρ′ ∈ T ∗M.

Remark 5.2. — Definition (5.8) expresses two properties. First that for small
h0 and for any two points ρ, ρ′ such that distg (ρ′, ρ) 6 h⊥γ (ρ)−1 where h⊥γ (ρ)−1

can be large, then W has ratio close to 1, i.e. slow variations. Second that, at
larger distances, W has temperate variations which grow at most polynomial rate
in
(
h⊥γ (ρ) distg (ρ′, ρ)

)
.
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Figure 5.1. The Anosov flow ϕt = exp(tX) on M is lifted to a Hamiltonian
flow ϕ̃t = exp(tX̃) in the cotangent bundle T ∗M . The lines on the base (in
magenta) represent “internal oscillations” of a function u at point m ∈ M . These
oscillations correspond to a cotangent vector ρ ∈ T ∗

mM . Transported by the flow
ϕt, these oscillations become parallel to Eu, i.e. the direction of ϕ̃t(ρ) converges
to E∗

u ⊂ T ∗M and ϕ̃t(ρ) remains in the frequency level Σω := ω−1(ω) (in blue).
The trapped set E∗

0 (in green) of the lifted flow ϕ̃t is the Hölder continuous rank
one vector bundle E∗

0 = RA where A is the Anosov one form.
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5.2. Escape function W

In Lemma 4.54, in order to show that the transfer operators Lt acts on the
generalized Sobolev space HW (M) as a strongly continuous (semi-)group, we required
two properties of the weight function W , namely the temperate property (4.74) and
the boundedness property (4.106) with respect to the lifted flow ϕ̃t.

In the next section, we will show that the generator A has discrete Ruelle spectrum.
For this we need to reinforce the properties of the weight function W by the slowly
varying and temperate property in Definition 5.1 and the decay property in Defini-
tion 5.4 below. In Section 5.2.2 we also provide an example of a weight function W
on T ∗M satisfying such conditions. Another example of weight function similar to
the weight function used in [FRS08, FS11] is given in Appendix B. (However this
latter example does not satisfies (4.107) that provides the group property of Lt).

5.2.1. Requirements for an escape function W on T ∗M

For a point m ∈ M , recall the decomposition of a cotangent vector ρ = ρu +
ρs + ρ0 ∈ T ∗

mM , in Eq.(5.5). For 0 ⩽ γ < 1, we define the continuous function
hγ ∈ C(T ∗M ;R+) by

(5.7) h⊥
γ (ρ) :=

〈
∥ρu + ρs∥gρ

〉−γ

where the vertical vector ρu + ρs ∈ T ∗
mM is naturally identified with a vector in the

tangent space Tρ(T ∗M) of T ∗M at ρ ∈ T ∗M in order to get its norm. Remark that
if γ > 0 then h⊥

γ (ρ) decays as ρ gets far from the trapped set E∗
0 . But for some

arguments we will sometimes need γ = 0. See Section 5.2.5 where we comment on
the use of function h⊥

γ and parameter h0.

Definition 5.1 (slowly varying and h⊥
γ -temperate property for a weight

function W ). — A (family of) continuous function W ∈ C(T ∗M ;R+) that
depends on h0 > 0, is said to be slowly varying and h⊥

γ -temperate, if there
exists 0 < µ < 1, CW > 0 and NW ⩾ 0 independent of h0 such that

(5.8) W (ρ′)
W (ρ) ⩽ 1 + CWh

µ
0

〈
h⊥
γ (ρ) distg (ρ′, ρ)

〉NW for all ρ, ρ′ ∈ T ∗M.

Remark 5.2. — Definition (5.8) expresses two properties. First that for small
h0 and for any two points ρ, ρ′ such that distg(ρ′, ρ) ⩽ h⊥

γ (ρ)−1 where h⊥
γ (ρ)−1

can be large, then W has ratio close to 1, i.e. slow variations. Second that, at
larger distances, W has temperate variations which grow at most polynomial rate
in (h⊥

γ (ρ)distg(ρ′, ρ)).

Remark 5.3. — Eq.(5.8) can be written as

(5.9) |W (ρ′) −W (ρ)| ⩽ W (ρ)CWhµ0
〈
h⊥
γ (ρ) distg (ρ′, ρ)

〉NW
,
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and implies ∀ ρ, ρ′ ∈ T ∗M ,

(5.10) W (ρ′)
W (ρ) ⩽ C ′

W

〈
h
µ/NW
0 h⊥

γ (ρ) distg (ρ′, ρ)
〉NW ⩽ C ′

W

〈
h
µ/NW
0 distg (ρ′, ρ)

〉NW

,

with C ′
W > 0 independent of h0 and NW . In particular Eq. (5.9) shows that accord-

ing to Definition 4.45, the function W is h,N0, h0-slowly varying with function h =
CWh

µ
0W .

We will use this later in the proof of Lemma 5.11. Also, Eq. (5.10) shows that accord-
ing to Definition 4.34, the function W is temperate so the results of Section 4 apply.
We will use (5.10) later in the proof of Lemma 5.11 and of Theorem 5.13.

Definition 5.4 (Decay property for a weight function W ). — A continuous
function W ∈ C(T ∗M ;R+) has time decay property with rate Λ > 0 with
respect to the flow (ϕ̃t)t⩾ 0, if there exists a constant C > 1 such that, for any
t ⩾ 0, one can take CW,t > 0 so that

(5.11)
W
(
ϕ̃t (ρ)

)

W (ρ) ⩽



C

Ce−Λt if ∥ρu + ρs∥g(ρ) > CW,t for any ρ ∈ T ∗M .

Moreover W has a decay controlled from below with rate Λ′ ⩾ 0 if there exists
a constant C > 1 such that

(5.12)
W
(
ϕ̃t (ρ)

)

W (ρ) ⩾ 1
C
e−Λ′t for any ρ ∈ T ∗M and t ⩾ 0.

Remark 5.5. — The general bound W (ϕ̃t(ρ)/W (ρ) ⩽ C given by the first line
of (5.11) together with the temperate property has been used in the proof of
Lemma 4.54 in order to show that the transfer operator Lt : HW (M) → HW (M) is
bounded and forms a strongly continuous semi-group. The bound from below (5.12)
has been used in Lemma 4.54 to show that Lt : HW (M) → HW (M), t ∈ R forms a
strongly continuous group.

The more precise bound given in the second line of (5.11) shows that we have
time decay outside the trapped set E∗

0 . It will be used in the proof of Lemma 5.16
to show that the transfer operator Lt has small norm outside the trapped set and to
deduce discrete spectrum of its generator. The fact that the constant Cw,t depends
on time t in (5.11) is due to the fact that a trajectory close to the stable manifold
of the trapped set E∗

0 can spend a long time close to the trapped set where there is
no decay. During that time, a wave packet spreads exponentially.

5.2.2. Example of weight function W

We provide here an example of escape function W and we prove that W satisfies
the properties of being temperate, slowly varying and decay property given above
in Definitions 5.1 and 5.4.

Recall from (3.5) that the Hölder exponents satisfy min(βu, βs) ⩽ β0 and recall
that the parameters α⊥,α∥ that enter in the definition of the metric g in (2.6).
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Before giving the definition of W we need, for technical reasons(13) , to use a slightly
different norm on TT ∗

mM for m ∈ M , defined as follows. Let gM be a global smooth
metric on M . Let g̃M be the metric on TmM,m ∈ M , that equals gM on Eσ for
σ = u, s, 0 and such that the sum Eu ⊕ Es ⊕ E0 is orthogonal. As a consequence
gM is Hölder continuous on M and the dual sum E∗

u ⊕ E∗
s ⊕ E∗

0 is also orthogonal
for the induced metric on T ∗

mM , m ∈ M , that we still denote by g̃M . Now we
define the metric g̃ on TT ∗

mM,m ∈ M, as follows. For ṽ = (ṽξ, ṽω) ∈ TρT
∗
mM , with

m ∈ M,ρ ∈ T ∗
mM , ṽξ ∈ E∗

u ⊕ E∗
s , ṽω ∈ E∗

0 , we set

(5.13) ∥ṽ∥2
g̃(ρ) =

(〈
∥ρ∥g̃M

〉−α⊥
∥ṽξ∥g̃M

)2
+
(〈

∥ρ∥g̃M

〉−α∥
∥ṽω∥g̃M

)2
.

Let 0 < γ < 1. We define the continuous function h̃⊥
γ : T ∗M → R+ as follows. For

ρ = ρu + ρs + ρ0 ∈ T ∗M , we set

(5.14) h̃⊥
γ (ρ) =

〈
∥ρu + ρs∥g̃(ρ)

〉−γ
.

So notice that the norms gM and g̃M are equivalent, that the norm of a vertical
vector given by g̃ in (5.13) is equivalent to the norm given by the metric g defined
in (2.7), and finally that the function h̃⊥

γ defined in (5.14) looks like the function h⊥
γ

defined in (5.7), except that we use now the metric g̃ instead of g.

Definition 5.6 (Example of a weight function W with good properties). —
Assume that α⊥ and α∥ satisfy

(5.15) 1
1 + β0

⩽ α⊥ < 1, 0 ⩽ α∥ ⩽ α⊥.

For γ ∈ [0, 1[ such that

(5.16) 1 − α⊥ min (βu, βs)
1 − α⊥ ⩽ γ < 1,

and Ru > 0, Rs > 0, h0 > 0, we define the escape function W : T ∗M → R+ by

(5.17) W (ρ) :=

〈
h0h̃

⊥
γ (ρ) ∥ρs∥g̃(ρ)

〉Rs

〈
h0h̃⊥

γ (ρ) ∥ρu∥g̃(ρ)

〉Ru
.

Remark 5.7. — In the expression (5.17) for W , we can write in a more concise way
h0h

⊥
γ (ρ)∥ρs∥g̃(ρ) = ∥ρs∥g̃γ,h0 (ρ) using the metric g̃γ,h0 := (h0h

⊥
γ )2g̃ that is conformal

to g̃.

Remark 5.8. — The meaning of Definition 5.6 will be discussed in Section 5.2.3.
The way to chose optimally the different parameters that enter in the construction
of W for the analysis of Anosov flow will be discussed in Section 5.2.4. We first give
the following theorem that shows that W has the required properties.

(13)The use of this modified metric g̃ instead of g will permit to provide a simpler proof, compared
to a previous proof given in the version v2 of this paper on ArXiv, that uses the metric g itself.
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Theorem 5.9. — The weight function W in (5.17) has the following proper-
ties

(1) W satisfies the slowly varying and h⊥
γ -temperate property (5.8).

(2) W satisfies the decay property (5.11) with rate
(5.18) Λ = λmin (1 − γ)

(
1 − α⊥

)
min (Rs, Ru) .

(3) W satisfies the decay property controlled from below (5.11) with rate
(5.19) Λ′ = λmax (1 − γ)

(
1 − α⊥

)
(Rs +Ru) .

(4) Its order, defined in (4.75), is

(5.20) r ([ρ]) =





0, along E∗
0 ;

− (1 − γ)
(
1 − α⊥

)
Ru along E∗

u;
(1 − γ)

(
1 − α⊥

)
Rs along E∗

s ;
(1 − γ)

(
1 − α⊥

)
(Rs −Ru) along all other directions.

The proof of Theorem 5.9 is given in Section A. From the weight function W
in (5.17), we can define the Sobolev space HW (M) from Definition 4.37. We will use
this (anisotropic) Sobolev space in the next section.

Remark 5.10. — One can consider other weight functions that satisfy the required
properties. For example in Appendix B one gives a second example of weight function
W2 that has been introduced in [FRS08, FS11] and used many times since in the
literature. We also compare the (dis)advantages of these two weight functions in
Appendix B.

5.2.3. Remarks on the weight function W

We discuss here the construction of W in (5.17) and the meaning of the inequal-
ities (5.15) and (5.16). First observe one main feature of (5.17) : W (ρ) increases
with respect to ∥ρs∥gM

and decreases with respect to ∥ρu∥gM
. Due to (5.6) this will

give the decay property (5.11) of W . However, instead of using ∥ρs∥gM
directly we

use h⊥
γ (ρ)∥ρs∥g that measures ρs at the scale of wave packets or greater and this

will give the slow varying and temperate property of W . In Section 2.1.1 and in
Figure 2.1 we have explained heuristically that the choice of parameter α⊥ ⩾ 1

1+β0
for the metric g is necessary in order that unit box of the metric g (i.e. the size or
uncertainty of a wave-packet) is greater than the Hölder fluctuations of the trapped
set E∗

0 and therefore absorb or hide them. This explains (5.15). We should have
similar properties for the directions E∗

s and E∗
u that are also Hölder continue and a

natural construction would have been to define a metric g with exponents α⊥
s , α

⊥
u

that satisfy α⊥
u ⩾ 1

1+βu
, α⊥

s ⩾ 1
1+βs

. We are not been able to do this because our
specific construction of the metric g needs the same exponent α⊥ in every transverse
directions. In order to overcome this technical problem we have introduced instead
the scaling (or conformal) factor h⊥

γ (ρ) in the construction of W , (5.17), with some
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exponent γ that plays a role similar to α⊥
u , α

⊥
s . However this scaling factor in the

fibers of T ∗M is not equivalent (it is weaker in fact) to choosing a different metric
on T ∗M compatible with the symplectic form.

Let us explain now the range of γ in (5.16). At a point ρ ∈ T ∗M we consider a unit
box of the metric g that has horizontal transverse size δm ≍ δ⊥(ρ) ≍ |ρ|−α⊥ . The
Hölder exponents βs implies that fluctuations of E∗

s are smaller than |ρs|(δm)βs ≍
|ρs||ρ|−α⊥βs . Near this direction we have h⊥

γ (ρ)−1 ≍ (|ρ|−α⊥|ρs|)γ ≍ |ρs|γ|ρ|−α⊥γ.
The unit boxes for the re-scaled metric (h⊥

γ )2g have size ∆ρ ≍ (h⊥
γ (ρ)δ⊥(ρ))−1 ≍

|ρs|γ|ρ|α⊥(1−γ). In order that these unit boxes absorb the fluctuations of E∗
s , we

require the condition

∆ρ ⩾ |ρs| (δm)β∗ ⇐⇒ |ρs|γ |ρ|α⊥(1−γ) ⩾ |ρs| |ρ|−α⊥βs

⇐⇒ |ρ|α⊥(1−γ)+α⊥βs ⩾ |ρs|1−γ .

Since |ρs| ⩽ |ρ|, this follows if we assume

α⊥ (1 − γ) + α⊥βs ⩾ 1 − γ ⇐⇒ γ ⩾ 1 − α⊥βs
1 − α⊥ .

With the same consideration for E∗
u, we are led to the condition on γ that appears

in (5.16). See Figure 5.2.

5.2.4. Remarks about optimal values of parameters for the weight function W

In this section we comment the optimal choice of weight function W in order to
get the theorems of this paper. Recall that, in Section 4.1.2, the metric g on T ∗M
is defined depending on the parameters α⊥, α∥ which satisfy 0 ⩽ α∥ < α⊥ < 1, 1

2
⩽ α⊥ < 1 from (2.5).

The weight functionW depends on additional parameters h0 > 0, Ru, Rs > 0, γ ⩾ 0
and Theorem 5.9 give their admissible range of values. Also the admissible range of
α⊥ is restricted to 1

1+β0
⩽ α⊥ < 1. (See Lemma 5.9 and Remark 5.2.3.) According

to these constraints we will consider optimal values of these parameters depending
on the purpose.

Choice 1 of W to estimate the density of eigenvalues (Weyl law): In order
to prove Theorem 2.3 about the Weyl law for the density of eigenvalues, we will take,
after Lemma 5.14, the minimal allowed value for α⊥, α∥ and γ that are

α⊥ = 1
1 + β0

, α∥ = 0, γ =
(5.16)

1 − β∗
β0

with setting β∗ = min (βu, βs) ⩽ β0.
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specific construction of the metric g needs the same exponent α⊥ in every transverse
directions. In order to overcome this technical problem we have introduced instead
the scaling (or conformal) factor h⊥γ (ρ) in the construction of W , (5.17), with some
exponent γ that plays a role similar to α⊥u , α⊥s . However this scaling factor in the
fibers of T ∗M is not equivalent (it is weaker in fact) to choosing a different metric
on T ∗M compatible with the symplectic form.
Let us explain now the range of γ in (5.16). At a point ρ ∈ T ∗M we consider a unit

box of the metric g that has horizontal transverse size δm � δ⊥ (ρ) � |ρ|−α⊥ . The
Hölder exponents βs implies that fluctuations of E∗s are smaller than |ρs| (δm)βs �
|ρs| |ρ|−α

⊥βs . Near this direction we have h⊥γ (ρ)−1 �
(
|ρ|−α⊥ |ρs|

)γ
� |ρs|γ |ρ|−α

⊥γ.
The unit boxes for the re-scaled metric

(
h⊥γ
)2
g have size ∆ρ �

(
h⊥γ (ρ) δ⊥ (ρ)

)−1 �
|ρs|γ |ρ|α

⊥(1−γ). In order that these unit boxes absorb the fluctuations of E∗s , we
require the condition
∆ρ > |ρs| (δm)β∗ ⇐⇒ |ρs|γ |ρ|α

⊥(1−γ) > |ρs| |ρ|−α
⊥βs ⇐⇒ |ρ|α⊥(1−γ)+α⊥βs > |ρs|1−γ .

Since |ρs| 6 |ρ|, this follows if we assume

α⊥ (1− γ) + α⊥βs > 1− γ ⇐⇒ γ > 1− α⊥βs
1− α⊥ .

With the same consideration for E∗u, we are led to the condition on γ that appears
in (5.16). See Figure 5.2.

ρ0 ∈ E∗0
ω

min(|ω|, |ρs|)α⊥+γ(1−α⊥)

∆∗ = min(|ω|, |ρu|)α⊥+γ(1−α⊥)

Vu

ρs ∈ E∗s

∆0 = ωα
⊥

Vs

V0

ρu ∈ E∗u

φ̃t

Figure 5.2. Representation of domains associated to the weight function W
defined in (5.17): Vs is the (blue) the “parabolic” neighborhood of E∗s given
by Vs :=

{
ρ;
〈
h⊥γ (ρ) ‖ρu‖gρ

〉
� 1

}
=
{
ρ; |ρu| > min (|ω| , |ρs|)α

⊥+γ(1−α⊥)
}
, simi-

larly for Vu, and V0 := Vu ∩ Vs =
{
ρ; |ρu + ρs| > ωα

⊥}. Outside this domain V0

(in green), the weight function W decays along the flow φ̃t.
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Figure 5.2. Representation of domains associated to the weight function W
defined in (5.17): Vs is the (blue) the “parabolic” neighborhood of E∗

s given by

Vs :=
{
ρ;
〈
h⊥
γ (ρ) ∥ρu∥gρ

〉
≍ 1

}
=
{
ρ; |ρu| > min (|ω| , |ρs|)α

⊥+γ(1−α⊥)
}
,

similarly for Vu, and
V0 := Vu ∩ Vs =

{
ρ; |ρu + ρs| > ωα

⊥}
.

Outside this domain V0 (in green), the weight function W decays along the
flow ϕ̃t.

that satisfy the assumptions (5.15) and (5.16). The choice of these optimal values
were explained in Section 2.1.1. See also Figure 5.2 where they give that the transverse
size for the (green) region V0 is

∆(1)
0 = ω

1
1+β0 .

However, for this choice, the transverse size of the region Vu on Figure 5.2 is

(5.21) ∆(1)
∗ := |ρu|α

⊥+γ(1−α⊥) = |ρu|1− β∗
1+β0 .

This choice is not optimal to study the concentration of the wave front set and one
can improve with Choice 2 below.

Choice 2 of W to estimate the concentration of the wave front set:
In Corollary 2.7 that concerns the width exponent of the parabolic wave front set of
Ruelle resonances, we choose the following values

(5.22) α⊥ = 1
1 + β∗

, α∥ = 0, γ =
((5.16))

0, with setting β∗ = min (βu, βs) ⩽ β0.
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that satisfy the assumptions (5.15) and (5.16). The reason for this choice is that the
transverse size ∆(2)

∗ of the region Vu on Figure 5.2 is

(5.23) ∆(2)
∗ := |ρu|α

⊥+γ(1−α⊥) = |ρu|
1

1+β∗

and smaller than ∆(1)
∗ in (5.21), (except for the case β∗ = β0)

∆(2)
∗ ⩽ ∆(1)

∗

because
1

1 + β∗
< 1 − β∗

1 + β0
⇐⇒ 1 + β0 < (1 + β∗)(1 + β0 − β∗) = 1 + β0 + β∗(β0 − β∗).

However this choice gives the transverse size ∆(2)
0 of the green region V0 that is

greater than ∆(1)
0 :

∆(2)
0 = ω

1
1+β∗ ⩾ ∆(1)

0 .

Therefore this choice is not adequate to deduce Theorem 2.3 about the Weyl law.

5.2.5. Remarks about the use of parameter h0 and function h⊥
γ (ρ)

The definition (5.17) for the function W makes use of the product h0h̃
⊥
γ (ρ) with a

parameter h0 and a function h̃⊥
γ (ρ) = ⟨∥ρu+ρs∥g̃(ρ)⟩−γ that depends on the parameter

γ ⩾ 0. We have already comment about the meaning and utility of the parameter γ,
in the previous Section 5.2.4.

One effect of the product h0h̃
⊥
γ (ρ) ≪ 1 when it is small is to assure that the ratio

of variations of the function W is close to one on a large scale (h0h
⊥
γ )−1 ≫ 1 and

is used as follows in our micro-local analysis: if we consider a wave packet (with
initial size of order 1 measured by the metric g) that evolves and get size eλt after a
given long time t where λ is the Lyapunov exponent, then the wave packet still feels
the function W as almost constant provided eλt ≪ (h0h

⊥
γ )−1. We use crucially this

argument at the end of proof of Lemma 5.11 and Theorem 5.13, where we take first t
large to get effect of hyperbolicity and after we take h0 small. Notice in Theorem 5.13
we consider the outside of the trapped set, where ∥ρu + ρs∥g̃(ρ) is large, so we may
have used h⊥

γ (ρ) ≪ 1 for this purpose but only if we assume γ > 0. However there
are some cases where need to take γ = 0, see (5.22), giving h⊥

γ (ρ) = 1 that is not
small. So for simplicity we always use h0 as the small parameter.

5.3. Discrete Spectrum and Weyl law upper bound

In this section, we prove Theorem 2.11 about strong continuity of the transfer
operators Lt and Theorem 2.1 and 2.3 about discrete spectrum and an analogue of
the Weyl law. We henceforth assume that the weight function W is chosen from the
family (5.17) and we consider the anisotropic Sobolev space HW = HW (M) defined
in (4.79). Recall that the definition of W depends on the parameters Ru, Rs, γ and
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h0 besides the parameters α⊥, α∥ used in the definition of the metric g on T ∗M .
From (5.20), the parameters Ru and Rs determine the order of the function W at
infinity, while the parameters γ and h0 are related to the variation of W in smaller
scales.

5.3.1. Strong continuity

From Lemma 4.54, it follows immediately that ∥Lt∥HW
⩽ CetCX,V,W for t ⩾ 0 with

a constant CX,V,W depending on X, V and W . The next lemma shows that, if we
choose the parameter h0 (that enters in W in (5.7)) depending on the choice of Ru,
Rs and γ, then we may assume that the constant CX,V,W is uniform i.e. does not
depend on W . Let us recall the constants CX,V and C ′

X,V defined in (2.20) and (2.21).

Lemma 5.11 (Strong continuity of transfer operators Lt (version2)). — For
any ϵ > 0, there exists C > 0, for any parameters Ru, Rs > 0, we can choose
h0 > 0 in (5.7) small enough so that, for any t ⩾ 0, we have

∥∥∥Lt
∥∥∥

HW

⩽ Cet(CX,V +ϵ),(5.24)

and ∥∥∥L−t
∥∥∥

HW

⩽ Ce−t(C′
X,V −Λ′−ϵ),(5.25)

where Λ′ is given in (5.19).

Remark 5.12. — From Hille–Yosida–Feller–Miyadera–Phillips’s Theorem [EN99,
p. 77], Eq. (5.24) implies estimates on the norm of the resolvent (z − A)−1 of the
generator A = −X + V for Re(z) > CX,V .

Proof. — We prove (5.24). We have that
∥∥∥Lt

∥∥∥
HW

=
(4.83)

∥∥∥MWT LtT †MW−1

∥∥∥
L2 .

We write

(5.26) MWT LtT †MW−1 =
(
T LtT †

)
M(W◦ϕ̃t)/W +R

with remainder operator

R:=MWT LtT †MW−1 − T LtT †M(W◦ϕ̃t)/W
=
(
MWT LtT † − T LtT †MW◦ϕ̃t

)
MW−1 .

(5.27)

We apply Theorem 4.51 and Theorem 5.9 that gives (5.9) and we get

|⟨δρ′,j′ |Rδρ,j⟩| =
(5.27)

∣∣∣⟨δρ′,j′|T LtT †δρ,j⟩
∣∣∣
∣∣∣W (ρ′) −W

(
ϕ̃t (ρ)

)∣∣∣W−1 (ρ)

⩽
(4.95),(5.9)

(
W (ρ′)CWhµ0

〈
h⊥
γ

(
ϕ̃t (ρ)

)
distg

(
ρ′, ϕ̃t (ρ)

)〉NW
)(5.28)
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(
CN,t

〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N)
W−1 (ρ)(5.29)

⩽ CN,th
µ
0CW


 W (ρ′)
W
(
ϕ̃t (ρ)

)





W
(
ϕ̃t (ρ)

)

W (ρ)



〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N+NW

⩽
(5.11),(5.10)

CN,th
µ
0CWC

′
W

〈
h
µ/NW
0 h⊥

γ

(
ϕ̃t (ρ)

)
distg

(
ρ′, ϕ̃t (ρ)

)〉NW

〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N+NW

⩽ CN,th
µ
0CW

〈
distg

(
ρ′, ϕ̃t (ρ)

)〉−N+2NW
.

Then by Schur Lemma 4.38, we get

(5.30) ∥R∥L2 ⩽ CW,NW ,th
µ
0 ,

where the constant CW,NW ,t depends on t and also on the parameters Ru, Rs, NW

and γ but not on h0. We also have
∥∥∥MW◦ϕ̃t/W

∥∥∥
L2 ⩽

(5.11)
C

with C independent of t and h0. Let 0 < ϵ′ < ϵ. From the choice of CX,V in (2.20),
we have

∥∥∥T LtT †
∥∥∥
L2 =

(4.57)

∥∥∥Lt
∥∥∥
L2 ⩽

(3.14)
Ce(CX,V +ϵ′)t for t > 0

with C independent of t. We obtain
∥∥∥MWT LtT †MW−1

∥∥∥
L2 ⩽

(5.26),(5.30)
Ce(CX,V +ϵ′)t + CW,NW ,th

µ
0 ⩽ e(CX,V +ϵ)t

where the last inequality is obtained by taking t large enough and then h0 small
enough. By iteration, the last inequality implies (5.24). To prove (5.25), we proceed
similarly for the negative time t < 0 and use (5.12) in the place of (5.11). □

For the next Lemma, let σ > 0 that will be chosen large enough later. Define the
following characteristic function Λσ : T ∗M → R+, such that for every ρ ∈ T ∗M

Λσ (ρ) :=




1 if distg (ρ, E∗
0) ⩽ σ

0 if distg (ρ, E∗
0) > σ

.

Let

(5.31) Op (1 − Λσ) := T † (1 − Λσ) T : C∞ (M) → C∞ (M)

be the corresponding PDO operator, that removes components near the trapped set.
The next Theorem shows that the transfer operator decays very fast on the outer
part of the trapped set.
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Theorem 5.13 (Decay outside the trapped set). — For any ϵ > 0, there
exists C > 0, for any parameters Ru, Rs > 0, we can choose h0 > 0 in (5.7)
small enough so that, for any t ⩾ 0, we can choose σt > 0 large enough and
we have
(5.32)

∥∥∥LtOp (1 − Λσt)
∥∥∥

HW

⩽ Cet(CX,V −Λ+ϵ),

where Λ is given in (5.18).

Proof. — We proceed as in Lemma 5.11. For simplicity we write Λc
σ = 1 − Λσ. The

operator LtOp(Λc
σ) on HW (M) lifted on L2(T ∗M ;CJ) is

MWT LtOp(Λc
σ)T †MW−1 = T LtT †MΛc

σ(W◦ϕ̃t)/WQ1 +R2

with
Q1 = WPW−1, Q2 = WMΛc

σ
PW−1,

R2 = RQ2,

and R = (MWT LtT † − T LtT †MW◦ϕ̃t)MW−1 as in (5.27). We have
∥∥∥T LtT †

∥∥∥
L2 =

(4.57)

∥∥∥Lt
∥∥∥
L2 ⩽

(3.14)
Ce(CX,V +ϵ)t for t > 0.

From the decay property (5.11) of the weight function W , we have that if σ is large
enough depending on t and W ,

∥∥∥∥MΛc
σ(W◦ϕ̃t)/W

∥∥∥∥
L2

⩽
(5.11)

Ce−Λt.

We have

|⟨δρ′,j′ |Q1δρ,j⟩| = W (ρ′)
W (ρ) |⟨δρ′,j′ | Pδρ,j⟩|

⩽
(5.10),(4.65)

CW
〈
h
µ/NW
0 distg (ρ′, ρ)

〉NW

CN ⟨distg (ρ′, ρ)⟩−N
.

with CW independent on NW , but with h0 small enough w.r.t. NW , so that we
proceed as in (4.89), and by Schur Lemma 4.38, we get that

∥Q1∥L2 ⩽ CW .

Similarly ∥Q2∥L2 ⩽ CW . Then

∥R2∥L2 ⩽ ∥R∥ ∥Q2∥ ⩽
(5.30)

CW,NW ,th
µ
0 .

We obtain
∥∥∥MWT LtOp(Λc

σ)T †MW−1

∥∥∥
L2 ⩽ CW e

(CX,V +ϵ−Λ)t + CW,NW ,th
µ
0 ,

hence for some large t > 0, then taking h0 small enough and σ large enough, we get
∥∥∥LtOp (1 − Λσ)

∥∥∥
HW

=
∥∥∥MWT LtOp(Λc

σ)T †MW−1

∥∥∥
L2 ⩽ Ce(CX,V −Λ+ϵ)t. □
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5.3.2. Meromorphic extension of the resolvent

Proposition 5.14 (Discrete spectrum of the generator and upper bound of
the density). — The generator A = −X + V : HW → HW of the semi-group
(Lt)t⩾ 0 has discrete spectrum on the domain Re(z) ⩾ CX,V − Λ with Λ given
in (5.18). For any ϵ > 0, there exists C > 0 such that, for any ω ∈ R, the
number of the discrete eigenvalues (counted with multiplicities) in the spectral
region
(5.33) Rω := {z ∈ C | Re (z) ⩾ CX,V − Λ + ϵ, Im(z) ∈ [ω, ω + 1]}
is bounded by C⟨ω⟩n/(1+β0).

Lemma 5.11 and Proposition 5.14 give Theorem 2.1 and Theorem 2.3.
Proof. — We fix the parameter α∥ = 0 that enters in the metric (2.5). Let ω ∈ R

and set

(5.34) Jω := [ω − 1, ω + 1] .

We want to show that A has discrete spectrum on domain Rω. See Figure 5.3.
We take a constant σ ⩾ 1 and let it be large enough independently of ω in the course
of the proof below. Let us consider a continuous function with compact support
ϖ ∈ Cc(T ∗M ; [0, 1]) such that, for ρ ∈ T ∗M , m = π(ρ) ∈ M ,

ϖ (ρ) =




1 if ∥ρ− ωα (m)∥gρ
⩽ σ

0 if ∥ρ− ωα (m)∥gρ
⩾ 2σ

.(5.35)

We can and will assume that ϖ is slowly varying, as in Definition 4.45, in the sense
that

(5.36) |ϖ (ρ′) −ϖ (ρ)| ⩽ 1
σ

⟨distg (ρ′, ρ)⟩ for all ρ, ρ′ ∈ T ∗M.

There exists Cσ > 0 such that

C−1
σ ⟨ω⟩nα⊥ ⩽ Vol (supp (ϖ)) ⩽ Cσ ⟨ω⟩nα⊥

and hence, from (4.70), it follows

(5.37) ∥Op (ϖ)∥Tr ⩽ CσVol (supp (ϖ)) ⩽ C ⟨ω⟩nα⊥
.

with C independent of ω. Let us consider the modified operator

(5.38) A′ := A− Λ · Op (ϖ) : D (A) → HW

where Λ > 0 is the decay rate of the escape function W in (5.11).

Remark 5.15. — The special role played by Λ will appear in (5.54). The added
term −Λ · Op(ϖ) in (5.38) is sometimes called “absorbing potential” in micro-local
analysis. Its action is somehow to select the component of A that acts micro-locally
on the support of ϖ and push it on the left in the spectral domain.
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Lemma 5.16. — If we let σ ⩾ 1 in the definition (5.35) be sufficiently large
(independently on ω), the resolvent (z −A′)−1 extends holomorphically to the
region z ∈ Rω defined in (5.33) and further satisfies ∥(z − A′)−1∥ ⩽ C for
z ∈ Rω with some constant C independent of ω ∈ R.

The proof of Lemma 5.16 will be given in Subsection 5.3.3. We continue the proof
of Proposition 5.14. For z ∈ Rω, we write

(z − A) = (z − A′ − ΛOp (ϖ)) = (z − A′)
(
1 − (z − A′)−1 ΛOp (ϖ)

)
.

From Lemma 5.16 and (5.37), (z−A′)−1ΛOp(ϖ) is a holomorphic family of trace class
operators that depends on z ∈ Rω, hence (1 − (z − A′)−1ΛOp(ϖ)) is a holomorphic
family of Fredholm operators of index 0. We deduce that

(z − A)−1 =
(
1 − (z − A′)−1 ΛOp (ϖ)

)−1
(z − A′)−1

except for a discrete set of points z ∈ Rω where (z − A)−1 has a pole of finite order.
To prove the latter claim on the number of eigenvalues of A in Rω, we use a method

due to Sjöstrand [Sjö00, Section 4]. (See also [FT15, Section 8.2]). First of all, the
operator K(z) := (z−A′)−1ΛOp(ϖ) is a trace class operator for z ∈ Rω and its trace
norm is bounded by C⟨ω⟩nα⊥ from (5.37). We consider the holomorphic function

D : z ∈ Rω 7→ det (1 − K(z)) ∈ C.
We have

log |D(z)| ⩽ C ∥K(z)∥Tr ⩽ C ⟨ω⟩nα⊥
.

If Re(z) > C0 for sufficiently large C0, we have ∥(z − A)−1∥ ⩽ C and
(1 − K(z))−1 = (z − A)−1 (z − A′) = 1 − (z − A)−1 ΛOp (ϖ) ,

and ∥(z − A)−1ΛOp(ϖ)∥Tr ⩽ C ′⟨ω⟩nα⊥ from (5.37), so

− log |D (z)| = log
∣∣∣det (1 − K(z))−1

∣∣∣ ⩽ C ′ ⟨ω⟩nα⊥
.

Now we take a slightly larger scaled neighborhood R̃ω ⋑ Rω and a Riemann mapping
ψ : R̃ω → D := {|z| < 1} so that ψ(w) = 0 for a point w ∈ Rω with Re(z) > C0.
If we apply Jensen’s formula to the sub-harmonic function

w ∈ D 7→ log |D(ψ−1(w))|,
we obtain that the number of eigenvalues of A in the region Rω is bounded by
C⟨ω⟩nα⊥ . This finishes the proof of Proposition 5.14. □

5.3.3. Proof of Lemma 5.16

Let ω ∈ R and z ∈ Rω ⊂ C where Rω is defined in (5.33). We want to show
that (z − A′) is invertible with uniformly bounded inverse w.r.t. z, ω. For this, we
will construct operators Rr(z), Rl(z) so that they are uniformly bounded and are
approximate right and left inverses in the sense that

∥(z − A′)Rr (z) − Id∥HW
⩽ 1

2(5.39)
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and

∥Rl (z) (z − A′) − Id∥HW
⩽ 1

2 .(5.40)

Then the Neumann series
R̃r (z):=Rr (z)

∑

k⩾ 0
(Id − (z − A′)Rr (z))k

and
R̃l (z):=

∑

k⩾ 0
(Id − (z − A′)Rr (z))k Rl (z)

give(14) the exact right and left inverses satisfying (z−A′)R̃r(z) = R̃l(z)(z−A′) = Id,
which are uniformly bounded. Therefore we obtain that the resolvent (z − A′)−1 =
R̃r(z) = R̃r(z)(z − A′)R̃l(z) = R̃l(z) is bounded uniformly.

In order to construct Rr(z) and Rl(z), we take a real number c > 0 and set
(5.41) J ′

ω := [ω − (1 + c) , ω + (1 + c)] ⊃
(5.34)

Jω.

We take another constant σ′ > 0 and set Ω0 as a K−ball around the trapped set at
frequency ω:

(5.42) Ω0 :=
{
ρ = ρu + ρs + ωα (m) ∈ T ∗M, m = π (ρ) ∈ M,ω ∈ J ′

ω, ∥ρu + ρs∥gρ
⩽ K

}
,

Ω1:=
{
ρ = ρu + ρs + ωα (m) ∈ T ∗M, ω ∈ J ′

ω, ∥ρu + ρs∥gρ
⩾ K

}
(5.43)
and

Ω2:= {ρ ∈ T ∗M, ω (ρ) ∈ R\J ′
ω}(5.44)

so that T ∗M = Ω0 ∪ Ω1 ∪ Ω2. These regions are drawn on Figure 5.3 and explained
in the caption. For j = 0, 1, 2, let χΩj

be the characteristic function of Ωj. We have∑
j χΩj

= 1 and hence
(5.45) Id =

(4.57)
Op (1) = Op (χΩ0) + Op (χΩ1) + Op (χΩ2) .

Correspondingly to the decomposition (5.45), we will construct an approximate
resolvent

Rr (z) = R(0)
r (z) +R(1)

r (z) +R(2)
r (z)

with three contributions R(j)
r (z), j = 0, 1, 2, so that each of them are uniformly

bounded for z ∈ Rω (and ω ∈ R) and satisfies

(5.46)
∥∥∥(z − A′)R(j)

r (z) − Op
(
χΩj

)∥∥∥
HW

⩽ 1
6 .

The estimate (5.46) will give (5.39) and finish the proof of Lemma 5.16.
(14) Formally if |1 − XR| ⩽ 1/2 then R̃ := R

∑
k ⩾ 0(1 − XR)k is convergent and

XR̃ = (XR − 1 + 1)
∑

k ⩾ 0
(1 − XR)k = −

∑

k ⩾ 1
(1 − XR)k +

∑

k ⩾ 0
(1 − XR)k = 1.
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σ < ω >α

⊥

Ω2 Ω2

Trapped set

COTANGENT SPACE T ∗M

ω

supp($)
σ′ < ω >α

⊥

Figure 5.3. Figure (a): In the proof of Lemma 5.14, we show that a pertur-
bation A′ = A − ΛOp ($) of the generator A has no spectrum on the spectral
domain Rω ⊂ C with frequency range Jω = [ω − 1, ω + 1].
Figure (b): The operator Op ($) is constructed from a compact vicinity
supp($) of the trapped set E∗0 ⊂ T ∗M for a larger range of frequencies and
with transverse size σ 〈ω〉α⊥ . We introduce a partition T ∗M = Ω0 ∪ Ω1 ∪ Ω2
where Ω0 is a compact vicinity of the trapped set E∗0 for an intermediate range
of frequencies J ′ω and with transverse size σ′ 〈ω〉α⊥ so that Ω0 ⊂ supp($). The
set Ω1 is the outside of Ω0 (away from the trapped set) with the same frequencies
range J ′ω and Ω2 are all the other points with other frequencies. During the proof,
we take σ � σ′ � 1.

with three contributions R(j)
r (z), j = 0, 1, 2, so that each of them are uniformly

bounded for z ∈ Rω (and ω ∈ R) and satisfies

(5.48)
∥∥∥(z − A′)R(j)

r (z)−Op
(
χΩj

)∥∥∥
HW
6 1

6 .

The estimate (5.48) will give (5.41) and finish the proof of Lemma 5.16.

Contribution R(0)
r (z). For the function $ in (5.37) and t > 0, we define

(5.49) $[0,t] :=
∫ t

0
$ ◦ φ̃sds.
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ANNALES HENRI LEBESGUE

Figure 5.3. (a): In the proof of Lemma 5.14, we show that a perturba-
tion A′ = A − ΛOp(ϖ) of the generator A has no spectrum on the
spectral domain Rω ⊂ C with frequency range Jω = [ω − 1, ω + 1].
(b): The operator Op(ϖ) is constructed from a compact vicinity supp(ϖ) of the
trapped set E∗

0 ⊂ T ∗M for a larger range of frequencies and with transverse size
σ⟨ω⟩α⊥ . We introduce a partition T ∗M = Ω0 ∪ Ω1 ∪ Ω2 where Ω0 is a compact
vicinity of the trapped set E∗

0 for an intermediate range of frequencies J ′
ω and

with transverse size σ′⟨ω⟩α⊥ so that Ω0 ⊂ supp(ϖ). The set Ω1 is the outside of
Ω0 (away from the trapped set) with the same frequencies range J ′

ω and Ω2 are
all the other points with other frequencies. During the proof, we take σ ≫ σ′ ≫ 1.
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Contribution R(0)
r (z). For the function ϖ in (5.35) and t ⩾ 0, we define

(5.47) ϖ[0,t] :=
∫ t

0
ϖ ◦ ϕ̃sds.

Let T > 0 and(15)

(5.48) R(0)
r (z) :=

∫ T

0
e−t(z−A)Op

(
e−Λϖ[0,t]

)
Op (χΩ0) dt.

We assume that the constant σ in (5.35) is large enough so that we have

ϖ
(
ϕ̃t (ρ)

)
= 1 and ϖ[0,t] (ρ) =

(5.47)
t for all t ∈ [0, T ] and ρ ∈ Ω0.

We apply Corollary 4.50, regarding σ ⩾ 1 as the parameter, let t ∈ [0, T ], and see
that for every N > 0, there exists CN,T > 0 such that

∥∥∥Op
(
e−Λϖ[0,t]

)
Op (χΩ0) − e−tΛOp (χΩ0)

∥∥∥
HW

⩽
(4.93)

CN,Tσ
−N .

Since ∥Op(χΩ0)∥HW
⩽ 1 from (4.68), it follows that

∥∥∥Op
(
e−Λϖ[0,t]

)
Op (χΩ0)

∥∥∥
HW

⩽ e−tΛ + CN,Tσ
−N .

Therefore we have
∥∥∥e−t(z−A)Op

(
e−Λϖ[0,t]

)
Op (χΩ0)

∥∥∥
HW

⩽
(5.24)

Ce−t(Re(z)−CX,V +Λ) + CN,Tσ
−N

⩽ Ce−tϵ + CN,Tσ
−N

(5.49)

for t ∈ [0, T ] and hence we deduce that, for z ∈ Rω,
∥∥∥R(0)

r (z)
∥∥∥ ⩽

(5.48)

∫ T

0

∥∥∥e−t(z−A)Op
(
e−Λϖ[0,t]

)
Op (χΩ0)

∥∥∥
HW

dt ⩽
(5.49)

C

ϵ
+ CN,Tσ

−N .

Since the constant CN,T does not depend on σ, we can let the constant σ be large
for given T > 0 so that the last term CN,Tσ

−N is small relative to the former term
C/ϵ and that the operator norm ∥R(0)

r (z)∥ is uniformly bounded for z ∈ Rω (and
ω ∈ R).

Now we prove the required estimate (5.46). Observe that

(5.50) d

dt

(
e−t(z−A)Op

(
e−Λϖ[0,t]

))
=

− (z − A) e−t(z−A)Op
(
e−Λϖ[0,t]

)
− e−t(z−A)Op

(
Λϖ ◦ ϕ̃t · e−Λϖ[0,t]

)
.

(15) Let us explain why the expression (5.48) is a natural guess. Formally a good guess for the
resolvent would be Rr(z) :=

∫∞
0 e−t(z−A′)dt with A′ = A−ΛOp(ϖ). However the operator etA′ has

no clear mathematical sense but using Egorov’s formula (4.104), for bounded time, the operator
etA′ is approximated by etAe−Op(ϖ[0,t]). Finally we truncate the integral up to a finite (but large)
T and compose with a final truncation operator Op(χΩ0) to get (5.48).
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For the last term of (5.50), we apply Theorem 4.49 on composition of PDO, Egorov’s
Theorem 4.53 and also the slow variation property of ϖ in (5.36) and obtain

e−t(z−A)Op
(
Λϖ ◦ ϕ̃t · e−Λϖ[0,t]

)

=
(4.92)

e−t(z−A)Op
(
Λϖ ◦ ϕ̃t

)
◦ Op

(
e−Λϖ[0,t]

)
+OHW

(
Ctσ

−1
)

=
(4.104)

ΛOp (ϖ) ◦ e−t(z−A) ◦ Op
(
e−Λϖ[0,t]

)
+OHW

(
Ctσ

−1
)

where Ct > 0 depends on t and the error term OHW
(Ctσ−1) denote an operator

whose operator norm on HW is bounded by Ctσ−1. Putting this estimate in (5.50),
we get

(5.51) d

dt

(
e−t(z−A)Op

(
e−Λϖ[0,t]

))

= − (z − A+ ΛOp (ϖ)) e−t(z−A)Op
(
e−Λϖ[0,t]

)
+OHW

(
Ctσ

−1
)

Then we deduce that

(5.52) (z − A′) ◦R(0)
r (z) − Op (χΩ0)

=
(5.38),(5.48)

(z − A+ ΛOp (ϖ))
∫ T

0
e−t(z−A)Op

(
e−Λϖ[0,t]

)
Op (χΩ0) dt− Op (χΩ0)

=
(5.51)

−
∫ T

0

d

dt

(
e−t(z−A)Op

(
e−Λϖ[0,t]

))
Op (χΩ0) dt+OHW

(
CTσ

−1
)

− Op (χΩ0)

= −e−T (z−A)Op
(
e−Λϖ[0,T ]

)
Op (χΩ0) +OHW

(
CTσ

−1
)

and hence that
∥∥∥(z − A′) ◦R(0)

r (z) − Op (χΩ0)
∥∥∥

HW

⩽
(5.52),(5.49)

Ce−Tϵ + CTσ
−1.

For a fixed ϵ > 0 and some given N ⩾ 1 we take T large enough and then σ large
enough depending on T so that ∥(z − A′) ◦ R(0)

r (z) − Op(χΩ0)∥HW
⩽ 1/6. This

proves (5.46) for j = 0.

Contribution R(1)
r (z). We follow a construction similar to what we did for R(0)

r (z).
Let T > 0 and

(5.53) R(1)
r (z) :=

∫ T

0
e−t(z−A)Op

(
e−Λϖ[0,t]

)
Op (χΩ1) dt.
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By Theorem (5.13) applied to function χΩ1 instead of (1 − Λσ) (the proof is the
same) we get that there exists C > 0, for any T > 0, t ∈ [0, T ], we can choose h0
small enough and σ and K large enough so that

(5.54)
∥∥∥etAOp (χΩ1)

∥∥∥
HW

⩽ Ce(CX,V −Λ+ϵ′)t.

By using Egorov Theorem to permute the operators, we get

(5.55) e−t(z−A)Op
(
e−Λϖ[0,t]

)
=

(4.104)
Op

(
e−Λϖ[−t,0]

)
e−t(z−A) +OHW

(
CTσ

−1
)
.

for t ∈ [0, T ]. Since ∥Op(e−Λϖ[−T,0])∥HW
⩽ C, we have

∥∥∥Op
(
e−Λϖ[−t,0]

)
e−t(z−A)Op (χΩ1)

∥∥∥
HW

⩽
(5.54)

Ce−tRe(z)e(CX,V −Λ+ϵ′)t

⩽
(5.33)

Ce−tϵ.
(5.56)

We deduce
∥∥∥R(1)

r (z)
∥∥∥ ⩽

(5.53), (5.55)

∫ T

0

∥∥∥Op
(
e−Λϖ[−t,0]

)
e−t(z−A)Op (χΩ1)

∥∥∥ dt+ CTσ
−1

⩽ C

ϵ
+ CTσ

−1.

Therefore R(1)
r (z) is bounded uniformly z ∈ Rω. Similarly to the case of R(0)

r (z), we
have

(5.57) (z − A′) ◦R(1)
r (z) − Op (χΩ1)

= −e−T (z−A)Op
(
e−Λϖ[0,T ]

)
Op (χΩ1) +OHW

(
CTσ

−1
)

= −Op
(
e−Λϖ[−T,0]

)
e−T (z−A)Op (χΩ1) +OHW

(
CTσ

−1
)

and deduce
∥∥∥(z − A′) ◦R(1)

r (z) − Op (χΩ1)
∥∥∥

HW

⩽
(5.57),(5.56)

Ce−Tϵ + CTσ
−1.

For a fixed ϵ > 0, we may take large T and then take h0 small and σ large enough
depending on T so that ∥(z−A′)◦R(1)

r (z)−Op(χΩ0)∥HW
⩽ 1

6 . We have obtained (5.46)
for j = 1.

Contribution R(2)
r (z). On the domain Ω2 we will use “elliptic estimate” tech-

niques. The symplectic volume m on T ∗M naturally induces the conditional measure
mω on each of the level set ω−1(ω) so that m =

∫
mωdω. For each ω′ ∈ R, we define

(5.58) Π (ω′) :=
∫

Π (ρ′) dmω

(2π)n+1 .
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Let

R(2)
r (z):=

∫

ω′ /∈J ′

1
z − iω′ Π (ω′) dω′

=
(5.58),(5.44)

∫

Ω2

1
z − iω (ρ′)Π (ρ′) dρ′

(2π)n+1

=
(4.67)

Op
(

1
z − iω (.)1Ω2

)

Since maxω /∈ J ′ | 1
z−iω | ⩽ c−1, we deduce from Theorem 4.44 that

(5.59)
∥∥∥R(2)

r (z)
∥∥∥

HW

⩽ Cc−1,

where C does not depend on ω, z.

Lemma 5.17. — We have

(5.60)
∥∥∥(z − A′)R(2)

r (z) − Op (χΩ2)
∥∥∥

2

HW

⩽ Cc−1.

where the constant C depends on Λ and V .

Then taking c large enough proves (5.46) for j = 2.
Proof. — We write first

(5.61) (z − A′)R(2)
r (z) − Op (χΩ2)

=
∫

Ω2

z − A′

z − iω (ρ)Π (ρ) dρ

(2π)n+1 −
∫

Ω2
Π (ρ) dρ

(2π)n+1

=
∫

Ω2

z − A′ − (z − iω (ρ))
z − iω (ρ) Π (ρ) dρ

(2π)n+1

= −
∫

Ω2

A′ − iω (ρ)
z − iω (ρ) Π (ρ) dρ

(2π)n+1

= −
∫

ω′ /∈J ′

A′ − iω′

z − iω′ Π (ω′) dω′.

We have
A′ =

(5.38)
A− Λ · Op (ϖ) =

(3.9)
−X + V − Λ · Op (ϖ) .

We have seen in (4.87) that −X = Op(iω) + R with a remainder R ∈ Ψ(⟨|ρ|⟩α∥),
here α∥ = 0. Then R = A′ − Op(iω) ∈ Ψ(1) as well, since V,Λϖ are bounded. We
write
∫

ω′ /∈J ′

A′ − iω′

z − iω′ Π (ω′) dω′

= (Op (iω (.)) +R) Op
(

1
z − iω (.)1Ω2

)
+ Op

(
−iω (.)
z − iω (.)1Ω2

)
.
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By the composition Theorem 4.49, using that ω(.) is slowly varying with function
h(ρ) = (δ∥(ρ))−1 = 1, and since maxω /∈ J ′ | 1

z−iω | ⩽ c−1, we have

Op (iω (.)) Op
(

1
z − iω (.)1Ω2

)
= Op

(
iω (.)

z − iω (.)1Ω2

)
+ Ψ (r2)

with r2 = h(ρ)c−1 = c−1. Also

ROp
(

1
z − iω (.)1Ω2

)
∈ Ψ

(
c−1

)
,

hence
∫

ω′ /∈ J ′

A′ − iω′

z − iω′ Π (ω′) dω′ ∈ Ψ
(
c−1

)
.

From Theorem 4.44 we deduce that ∥ ∫ω′ /∈ J ′
A′−iω′
z−iω′ Π(ω′)dω′∥HW

⩽ Cc−1. With (5.61),
we deduce (5.60). □

6. Proof of Theorem 2.6 and Corollary 2.7 about the wave
front set

6.1. Proof of Theorem 2.6

Let g be an admissible metric. T : C∞(M ;C) → S(T ∗M ;CJ) denotes the wave-
packet transform (4.55) constructed from that metric g. Let W be an escape function
as defined in Lemma 5.9 and HW (M) be the anisotropic Sobolev space defined from
W in (4.79).

Consider a discrete eigenvalue z0 ∈ C of the generator A = −X+V with Re(z0) >
CX,V − Λ and we set ω0 = Im(z0). Assume that u ∈ HW (M) is a generalized
eigenvector for the eigenvalue z0, that is to say

(6.1) (A− z0)k u = 0
for some k ∈ N, k ⩾ 1. We assume Rez0 > a, for some a ∈ R. The estimates will be
uniform in ω0 but non uniform in a.

Let us define a function f ∈ C∞ (T ∗M ;C)

f (ρ) = (i (ω − ω0))−k ,

with ω = ω(ρ), when |ω − ω0| ⩾ 1 and bounded by 1 when |ω − ω0| ⩽ 1. Let R be
the operator defined by
(6.2) R := Id − Op(f)(A− z0)k.
Using the notation of Definition 4.40 for Ψ, we have the following estimate.

Lemma 6.1. — For any m > 0,

(6.3) Rm ∈ Ψ
(

⟨ω − ω0⟩−m ⟨|ρ|⟩mα∥
)
.
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Proof. — Recall from (4.87) that

(A− Op (iω)) ∈ Ψ
(

⟨|ρ|⟩α∥
)

Also uniformly in ω0 we have that
(
(A− z0)k − Op

(
(iω − z0)k

))
∈ Ψ

(
|ω − ω0|k−1 ⟨|ρ|⟩α∥

)

(
(A− z0)k − Op

(
f−1

))
∈ Ψ

(
|ω − ω0|k−1 ⟨|ρ|⟩α∥

)

From composition theorem:

Op (f) Op
(
f−1

)
− Id ∈ Ψ

(
|ω − ω0|−1 ⟨|ρ|⟩α∥

)

Thus
R =

(6.2)
Id − Op (f) Op

(
f−1

)
+ Op (f)

(
Op

(
f−1

)
− (A− z0)k

)

∈ Ψ
(

|ω − ω0|−1 ⟨|ρ|⟩α∥
)
.

and (6.3) follows. □
We have Ru =

(6.1),(6.2)
u hence for any m ⩾ 1,

(6.4) (T u) (ρ′) =
(
T RmT †T u

)
(ρ′) =

∫
⟨δρ′,j′ |T RmT †δρ,j⟩ (T u) (ρ) dρ

(2π)n+1

Therefore for ρ ∈ T ∗M ,

W (ρ′) |(T u) (ρ′)|

⩽
(6.4)

W (ρ′)
∑

j,j′

∫ ∣∣∣
〈
δρ′,j′

∣∣∣ T RmT †δρ,j
〉∣∣∣ |(T u) (ρ)| dρ

(2π)n+1

⩽
(6.3),(4.86)

W (ρ′) CN,m
⟨ω′ − ω0⟩m

⟨|ρ′|⟩mα∥
∫

⟨distg (ρ′, ρ)⟩−N |(T u) (ρ)| dρ

(2π)n+1

⩽
(5.8)

CN,m ⟨|ρ′|⟩mα∥

⟨ω′ − ω0⟩m
∫

⟨distg (ρ′, ρ)⟩−N
W (ρ) |(T u) (ρ)| dρ

(2π)n+1

⩽
(C.S.)

CN,m ⟨|ρ′|⟩mα∥

⟨ω′ − ω0⟩m
(∫

⟨distg (ρ′, ρ)⟩−2N dρ

(2π)n+1

)1/2

(∫
(W (ρ))2 |(T u) (ρ)|2 dρ

(2π)n+1

)1/2

⩽
(4.78)

Cm ⟨|ρ′|⟩mα∥

⟨ω′ − ω0⟩m
∥u∥HW (M)

or

(6.5) |(T u) (ρ′)| ⩽ Cm ⟨|ρ′|⟩mα∥

W (ρ′) ⟨ω′ − ω0⟩m
∥u∥HW (M) .
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We have obtained the claim (2.13) of the Theorem 2.6.

6.2. Proof of Corollary 2.7

We choose a phase space metric g as defined in (2.7) with the following parameters

α⊥ = 1
1 + min (βu, βs)

, α∥ = 0.

Let C > 0. We choose a weight function W as in Lemma 5.9, with parameter
Rs, Ru > 0 large enough to reveal the discrete spectrum on Re(z) ⩾ −C and Rs

will be taken larger later. We choose parameters γ = 0. For ρ ∈ T ∗M , we write
ρ = ωA + ρs + ρu with ω ∈ R, ρu ∈ E∗

u, ρs ∈ E∗
s . Then

W (ρ) ⟨ω − ω0⟩m =
(5.17)

〈
h0 ∥ρs∥gρ

〉Rs

〈
h0 ∥ρu∥gρ

〉Ru
⟨ω − ω0⟩m =

(2.8)

〈
h0 |ρ|−α⊥ |ρs|

〉Rs

〈
h0 |ρ|−α⊥ |ρu|

〉Ru
⟨ω − ω0⟩m

⩾ ⟨|ρ|⟩−Ru(1−α⊥) 〈h0 |ρ|−α⊥ |ρs|
〉Rs ⟨ω − ω0⟩m .

Let ϵ > 0 and assume ρ ∈ T ∗M\Vω0,ϵ where Vω0,ϵ is defined in (2.15). This means
that

⟨ω − ω0⟩ ⩾ |ρ|ϵ or
〈
|ρ|−α⊥ |ρs|

〉
⩾ |ρ|ϵ .

Let N ⩾ 1. If ⟨ω−ω0⟩ ⩾ |ρ|ϵ, we choose m large enough so that mϵ−Ru(1−α⊥) ⩾ N
and hence that
W (ρ) ⟨ω − ω0⟩m ⩾ ⟨|ρ|⟩−Ru(1−α⊥) ⟨ω − ω0⟩m ⩾ CN,ϵ ⟨|ρ|⟩mϵ−Ru(1−α⊥) ⩾ CN,ϵ ⟨ρ⟩N .

If ⟨|ρ|−α⊥|ρs|⟩ ⩾ |ρ|ϵ, we choose Rs large enough so that Rsϵ−Ru(1 − α⊥) ⩾ N and
hence that

W (ρ) ⟨ω − ω0⟩m ⩾ ⟨|ρ|⟩−Ru(1−α⊥) 〈|ρ|−α⊥ |ρs|
〉Rs

⩾ CN,ϵ ⟨|ρ|⟩Rsϵ−Ru(1−α⊥) ⩾ CN,ϵ ⟨ρ⟩N .
In both cases, we obtain that

|(T u) (ρ)| ⩽
(6.5)

Cm
W (ρ) ⟨ω − ω0⟩m

∥u∥HW (M) ⩽
CN,ϵ

⟨ρ⟩N
∥u∥HW (M) .

This finishes the proof of Corollary 2.7.

TOME 6 (2023)



406 F. FAURE & M. TSUJII

Appendix A. Proof of Theorem 5.9 about properties of W

A.1. Definition of the escape function W

The escape function W : T ∗M → R+ has been defined in (5.17). Here, we will first
give an other equivalent definition of W in (A.8) that will be more convenient for
the proof of Theorem 5.9.

For a point m ∈ M , we have defined the decomposition of a cotangent vector

ρ =
(5.5)

ρu + ρs + ρ0 ∈ T ∗
mM, where ρu ∈ E∗

u(m), ρs ∈ E∗
s (m), ρ0 ∈ E∗

0(m).

Recall from (5.3) and (3.4) that the map m ∈ M 7→ E∗
σ(m), σ = u, s, 0, are Hölder

continuous with respective exponent βu, βs, β0. Consequently the decomposition ρ =
ρu + ρs + ρ0 is continuous but not smooth.

We have taken a global smooth metric gM on M and we denote ∥.∥gM
the induced

norm on T ∗M . From gM we define a new metric g̃M on M as follows. The metric
g̃M equals gM on E∗

σ for σ = u, s, 0 and the sum E∗
u ⊕E∗

s ⊕E∗
0 is orthogonal for g̃M .

As a consequence g̃M is Hölder continuous on M .
Let κj : Uj ⊂ M → Vj ⊂ Rn+1

x,z a local chart diffeomorphism on M as defined
in (4.1) and κ̃j : T ∗Uj ⊂ T ∗M → T ∗Vj ⊂ T ∗Rn+1 the lifted map on cotangent space
defined in (4.8). There exists a continuous linear bundle map over Id of the form

(A.1) Φj :



T ∗Vj → T ∗ (Rn × R)
((x, z) , (ξ, ω)) 7→

(
(x, z) ,

(
ξ̃, ω

))

with

(A.2) ξ̃ = A (x) ξ + ωB (x) ∈ Rn

such that:
(1) Φj ◦ κ̃j maps E∗

u ⊕ E∗
s ⊕ E∗

0 to Rdu ⊕ Rds ⊕ R, with du + ds = n. For this,
A(x) : Rn → Rn is a linear invertible map that depends continuously on
x ∈ Rn with Hölder exponent β∗ = min{βs, βu} and B(x) ∈ Rn depends
continuously on x ∈ Rn with Hölder exponent β0.

(2) For any ρ = ρu + ρs + ρ0 ∈ E∗
u ⊕ E∗

s ⊕ E∗
0 = T ∗M ,

(A.3) |(Φj ◦ κ̃j) (ρσ)| = ∥ρσ∥g̃M
, for σ = u, s, 0,

where |.| denotes the Euclidean canonical norm on Rn+1.
From g̃M -orthogonality of the decomposition E∗

u ⊕ E∗
s ⊕ E∗

0 and orthogonality of
Rdu ⊕ Rds ⊕ R for the Euclidean metric, we have that

(A.4) ∀ ρ ∈ T ∗M, |(Φj ◦ κ̃j) (ρ)| = ∥ρ∥g̃M
.

We define the metric g̃ on Rn+1 as follows. Let η̃ = (ξ̃, ω) ∈ Rn × R. For ṽ =
(ṽξ, ṽω) ∈ Tη̃(Rn × R),

(A.5) ∥ṽ∥2
g̃(η̃) =

(
⟨|η̃|⟩−α⊥ |ṽξ|

)2
+
(

⟨|η̃|⟩−α∥ |ṽω|
)2
.
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Let 0 < γ < 1. We define the function h̃⊥
γ : Rn+1 → R+ as follows.

(A.6) h̃⊥
γ (η̃) =

〈∥∥∥ξ̃
∥∥∥
g̃(η̃)

〉−γ
=

(A.5)

〈
⟨|η̃|⟩−α⊥ ∣∣∣ξ̃

∣∣∣
〉−γ

.

We define the function W̃ : Rn+1 → R+ as follows. With ξ̃ = (ξ̃u, ξ̃s) ∈ Rdu ×
Rds = Rn,

(A.7) W̃ (η̃) :=

〈
h0h̃

⊥
γ (η̃)

∥∥∥ξ̃s
∥∥∥
g̃(η̃)

〉Rs

〈
h0h̃⊥

γ (η̃)
∥∥∥ξ̃u

∥∥∥
g̃(η̃)

〉Ru
.

Remark A.1. — Let us observe from (A.4) that for ρ ∈ T ∗Uj ∩ T ∗Uj′ we have
W̃ ◦ Φj ◦ κ̃j(ρ) = W̃ ◦ Φj′ ◦ κ̃j′(ρ), i.e. this expression is independent on chart.

Lemma A.2 (Alternative expression of the escape function W ). — The func-
tion W : T ∗Uj ⊂ T ∗M → R+ defined in (5.17) can be expressed using the
function W̃ in (A.7) as follows:
(A.8) W =

(
1y ⊗ W̃

)
◦ Φj ◦ κ̃j,

where 1y : y = (x, z) ∈ Rn+1 → 1 ∈ R is the constant unit function on the
variables of position.

Proof. — We check that W in (A.8) coincides with the function W given in (5.17).
Essentially this is due to Definition (5.13) that we have used for the metric g̃(ρ). □

A.2. The slowly varying and temperate property (1)

Here, we will prove that the function W satisfies (5.8). For this, we use the ex-
pression (A.8) that expresses the function W as a smooth function 1y ⊗ W̃ constant
on the base, composed with the function Φj. In the first step, we will prove that
the smooth function W̃ satisfies the slowly varying and temperate property. In a
second step, we will show that Φj has the property of being Lipschitz at scale greater
than 1. We will then deduce that the slowly varying and temperate property holds
true for W .

A.2.1. The slowly varying and temperate property for W̃

The next proposition gives the temperate property and slow variation property of
W̃ defined in (A.7), that corresponds to the Claim 1 of Theorem 5.9 (but for W̃ ).
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Proposition A.3. — Assume that α⊥, α∥ and 0 ⩽ γ < 1 are given and
satisfy the relations (5.15) and (5.16). Then there exist constants NW̃ > 0,
CW̃ and 0 < µ < 1 such that for every h0 > 0,

W̃ (η̃′)
W̃ (η̃)

⩽ 1 + CW̃h
µ
0

〈
h̃⊥
γ (η̃) ∥η̃′ − η̃∥g̃(η̃)

〉NW̃ for all η̃, η̃′ ∈ Rn+1.(A.9)

Proof. — For simplicity of notation, we define the conformal metric g̃γ on TRn+1

as follows. We write for ṽ ∈ Tη̃Rn+1

(A.10) ∥ṽ∥g̃γ(η̃) := h̃⊥
γ (η̃) ∥ṽ∥g̃(η̃) .

Consider expression (A.7) of W̃ . For the proof of the proposition, it is enough to
show the estimates

max




〈
h0∥ξ̃′

s∥g̃γ(η̃′)
〉

〈
h0∥ξ̃s∥g̃γ(η̃)

〉 ,

〈
h0∥ξ̃s∥g̃γ(η̃)

〉

〈
h0∥ξ̃′

s∥g̃γ(η̃′)
〉



 ⩽ 1 + Chµ0

〈
∥η̃′ − η̃|g̃γ(η̃)

〉N
(A.11)

and the corresponding claims with ξ̃s and ξ̃′
s replaced by ξ̃u and ξ̃′

u respectively. We
give a proof of the claim (A.11). The proof of the other claim is parallel. We will
choose the small constant µ > 0 in the due course and the choice may be implicit in
the following argument.

Note that, if ∥ξ̃∥g̃γ(η̃) ⩽ h−δ
0 and ∥ξ̃′∥g̃γ(η̃′) ⩽ h−δ

0 with some 0 < δ < 1, then

h0∥ξ̃s∥g̃γ(η̃) ⩽ h1−δ
0 < 1

and the same estimate for ∥ξ̃′
s∥g̃γ(η̃). Then the required estimate (A.11) is trivial

because the function x 7→ ⟨x⟩ is almost flat around the origin 0. Therefore we may
assume either ∥ξ̃∥g̃γ(η̃) > h−δ

0 or ∥ξ̃′∥g̃γ(η̃′) > h−δ
0 . Below we assume

(A.12) ∥ξ̃∥g̃γ(η̃) > h−δ
0 .

As we will explain at the end, the claim in the other case follows immediately if we
are done with this case. Note that
(A.13) |η̃| ⩾ ∥η̃∥g̃(η̃) ⩾ ∥ξ̃∥g̃(η̃) ⩾ ∥ξ̃∥g̃γ(η̃) >

(A.12)
h−δ

0 .

We have

(A.14) max




〈
h0∥ξ̃′

s∥g̃γ(η̃)
〉

〈
h0∥ξ̃s∥g̃γ(η̃)

〉 ,

〈
h0∥ξ̃s∥g̃γ(η̃)

〉

〈
h0∥ξ̃′

s∥g̃γ(η̃)
〉





⩽
(E.2)

1 + h0
∣∣∣∥ξ̃′

s∥g̃γ(η̃) − ∥ξ̃s∥g̃γ(η̃)
∣∣∣ ⩽ 1 + h0∥ξ̃′

s − ξ̃s∥g̃γ(η̃).

Hence, for the proof of the claim (A.11), we compare the metric g̃γ(η̃) and g̃γ(η̃′).
Recall from Lemma 4.12 that the metric g hence g̃ also, is ∆γ-moderate that is,

with the distortion function
∆(η̃) =

(4.23)
⟨|η̃|⟩−(1−α⊥),
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we have that, for arbitrary 0 ̸= v ∈n+1,

(A.15) max
{

∥v∥g̃(η̃′)

∥v∥g̃(η̃)
,

∥v∥g̃(η̃)

∥v∥g̃(η̃′)

}
⩽ 1 + C∆(η̃)1−γ

〈
∆(η̃)γ · ∥η̃′ − η̃∥g̃(η̃)

〉N
.

For 0 < λ < 1, x ∈ R, we have

(A.16) λ ⟨x⟩ ⩽ ⟨λx⟩ .
We have

h̃⊥
γ (η̃) ⩾

(A.6)
⟨⟨|η̃|⟩−α⊥|η̃|⟩−γ ⩾

(A.16)
⟨|η̃|⟩−γ(1−α⊥) =

(4.23)
∆(η̃)γ,(A.17)

and

∆(η̃)1−γ = ⟨|η̃|⟩−(1−γ)(1−α⊥) ⩽
(A.13)

Ch
δ(1−γ)(1−α⊥)
0 = Chµ0(A.18)

with µ = (1 − γ)(1 − α⊥) < 1. We get that, for arbitrary 0 ̸= v ∈n+1,

max
{

∥v∥g̃(η̃)

∥v∥g̃(η̃′)
,
∥v∥g̃(η̃′)

∥v∥g̃(η̃)

}
⩽

(A.15),(A.17),(A.18)
1 + Chµ0 ·

〈
∥η̃′ − η̃∥g̃γ(η̃)

〉N
.(A.19)

To get (A.11), we want to extend the estimate (A.19) to the case where the metric
g̃ on the left hand side is replaced by the metric g̃γ . To this end, we have to estimate
the ratio between h̃⊥

γ (η̃) and h̃⊥
γ (η̃′). We have

(A.20) max



h̃⊥
γ (η̃′)
h̃⊥
γ (η̃)

,
h̃⊥
γ (η̃)

h̃⊥
γ (η̃′)





=
(A.6)

max




〈
∥ξ̃′∥g̃(η̃′)

〉

〈
∥ξ̃∥g̃(η̃)

〉 ,

〈
∥ξ̃∥g̃(η̃)

〉

〈
∥ξ̃′∥g̃(η̃′)

〉





γ

⩽ max




〈
∥ξ̃′∥g̃(η̃)

〉

〈
∥ξ̃∥g̃(η̃)

〉 ·
〈
∥ξ̃′∥g̃(η̃′)

〉

〈
∥ξ̃′∥g̃(η̃)

〉 ,

〈
∥ξ̃∥g̃(η̃)

〉

〈
∥ξ̃′∥g̃(η̃)

〉 ·
〈
∥ξ̃′∥g̃(η̃)

〉

〈
∥ξ̃′∥g̃(η̃′)

〉





γ

⩽ max




〈
∥ξ̃′∥g̃(η̃)

〉

〈
∥ξ̃∥g̃(η̃)

〉 ,

〈
∥ξ̃∥g̃(η̃)

〉

〈
∥ξ̃′∥g̃(η̃)

〉





γ

· max




〈
∥ξ̃′∥g̃(η̃′)

〉

〈
∥ξ̃′∥g̃(η̃)

〉 ,

〈
∥ξ̃′∥g̃(η̃)

〉

〈
∥ξ̃′∥g̃(η̃′)

〉





γ

.

And, for the second term on the right-hand side of (A.20), we apply (A.19) and see

(A.21) max




〈
∥ξ̃′∥g̃(η̃′)

〉

〈
∥ξ̃′∥g̃(η̃)

〉 ,

〈
∥ξ̃′∥g̃(η̃)

〉

〈
∥ξ̃′∥g̃(η̃′)

〉



 ⩽ 1 + Chµ0 ·

〈
∥η̃′ − η̃∥g̃γ(η̃)

〉N
.

For the first term on the right-hand side of (A.20), we consider two cases separately:
(1) In the case where ∥ξ̃′ − ξ̃∥g̃(η̃) ⩽ 1

2∥ξ̃∥g̃(η̃) we have

(A.22) ∥ξ̃′∥g̃(η̃) ⩾ ∥ξ̃∥g̃(η̃) − ∥ξ̃′ − ξ̃∥g̃(η̃) ⩾ ∥ξ̃∥g̃(η̃)/2 >
(A.13)

h−δ
0 /2
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and hence, using (D.1), we see

max




〈
∥ξ̃′∥g̃(η̃)

〉

〈
∥ξ̃∥g̃(η̃)

〉 ,

〈
∥ξ̃∥g̃(η̃)

〉

〈
∥ξ̃′∥g̃(η̃)

〉



 ⩽

(E.2)
1 + ∥ξ̃′ − ξ̃∥g̃(η̃)

min
{〈

∥ξ̃∥g̃(η̃)
〉
,
〈
∥ξ̃′∥g̃(η̃)

〉}(A.23)

⩽
(A.22)

1 + 2∥ξ̃′ − ξ̃∥g̃(η̃)

⟨∥ξ̃∥g̃(η̃)⟩
(A.24)

Since h̃⊥
γ (η̃) = ⟨∥ξ̃∥g̃(η̃)⟩−γ, we continue

max




〈
∥ξ̃′∥g̃(η̃)

〉

〈
∥ξ̃∥g̃(η̃)

〉 ,

〈
∥ξ̃∥g̃(η̃)

〉

〈
∥ξ̃′∥g̃(η̃)

〉



 ⩽

(A.24)
1 + 2

〈
∥ξ̃∥g̃(η̃)

〉−(1−γ) ∥ξ̃′ − ξ̃∥g̃γ(η̃)(A.25)

⩽ 1 + Chµ0
〈
∥ξ̃′ − ξ̃∥g̃γ(η̃)

〉
.(A.26)

where µ = δ(1 − γ) < 1 because ⟨∥ξ̃∥g̃(η̃)⟩−(1−γ) ⩽
(A.13)

h
δ(1−γ)
0 .

(2) In the case where ∥ξ̃′ − ξ̃∥g̃(η̃) >
1
2∥ξ̃∥g̃(η̃) we have

∥ξ̃′ − ξ̃∥g̃γ(η̃) =
(A.10)

h̃⊥
γ (η̃)∥ξ̃′ − ξ̃∥g̃(η̃) =

〈
∥ξ̃∥gη̃

〉−γ · ∥ξ̃′ − ξ̃∥g̃(η̃)

⩾
(Hyp.)

C−1
〈
∥ξ̃′ − ξ̃∥g̃(η̃)

〉1−γ
.

(A.27)

Note also that the assumption (A.13) gives

(A.28) ∥ξ̃′ − ξ̃∥g̃(η̃) > ∥ξ̃∥g̃(η̃)/2 > h−δ
0 /2 and hence 2hδ0∥ξ̃′ − ξ̃∥g̃(η̃) > 1

From this estimate, we obtain

max




〈
∥ξ̃′∥g̃(η̃)

〉

〈
∥ξ̃∥g̃(η̃)

〉 ,

〈
∥ξ̃∥g̃(η̃)

〉

〈
∥ξ̃′∥g̃(η̃)

〉



 ⩽

(E.2)
1 + ∥ξ̃′ − ξ̃∥g̃(η̃)

⩽
(A.28)

1 + 2hδ0∥ξ̃′ − ξ̃∥2
g̃(η̃)

⩽
(A.27)

1 + 2hδ0 ·
〈
∥ξ̃′ − ξ̃∥g̃γ(η̃)

〉2/(1−γ)

⩽ 1 + Chδ0
〈
∥ξ̃′ − ξ̃∥g̃(η̃)γ

〉N

(A.29)

where, in the last inequality, we let N > 2/(1 − γ).
From (A.25) and (A.29) in the two (exhaustive) cases, we always have

max




〈
∥ξ̃′∥g̃(η̃)

〉

〈
∥ξ̃∥g̃(η̃)

〉 ,

〈
∥ξ̃∥g̃(η̃)

〉

〈
∥ξ̃′∥g̃(η̃)

〉



 ⩽ 1 + Chµ0

〈
∥η̃′ − η̃∥g̃γ(η̃)

〉N

for some constant C > 0 and N > 0. Plugging this inequality and (A.21) in (A.20),
we obtain

max



h̃⊥
γ (η̃′)
h̃⊥
γ (η̃)

,
h̃⊥
γ (η̃)

h̃⊥
γ (η̃′)



 ⩽ 1 + C ′hµ0

〈
∥η̃′ − η̃∥g̃γ(η̃)

〉N ′
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for some constant C ′ > 0 and N ′ > 0. From the last inequality and (A.19), we obtain,
for any 0 ̸= v ∈n+1, that

max
{ ∥v∥g̃γ(η̃)

∥v∥g̃γ(η̃′)
,
∥v∥g̃γ(η̃′)

∥v∥g̃γ(η̃)

}
⩽ 1 + C ′′hµ0 ·

〈
∥η̃′ − η̃∥g̃γ(η̃)

〉N ′′
(A.30)

for some C ′′ > 1 and N ′′ > 1.
Now we can conclude the claim (A.11). Indeed, we have

〈
h0∥ξ̃′

s∥g̃γ(η̃′)
〉

〈
h0∥ξ̃s∥g̃γ(η̃)

〉 =

〈
h0∥ξ̃′

s∥g̃γ(η̃′)
〉

〈
h0∥ξ̃′

s∥g̃γ(η̃)
〉

〈
h0∥ξ̃′

s∥g̃γ(η̃)
〉

〈
h0∥ξ̃s∥g̃γ(η̃)

〉

⩽

〈
∥ξ̃′

s∥g̃γ(η̃′)
〉

〈
∥ξ̃′

s∥g̃γ(η̃)
〉

〈
h0∥ξ̃′

s∥g̃γ(η̃)
〉

〈
h0∥ξ̃s∥g̃γ(η̃)

〉

and we can apply (A.30) for the former term on the right hand side and (A.14) to
the latter to get

〈
h0∥ξ̃′

s∥g̃γ(η̃′)
〉

〈
h0∥ξ̃s∥g̃γ(η̃)

〉 ⩽
(

1 + C ′′hµ0 ·
〈
∥η̃′ − η̃∥g̃γ(η̃)

〉N ′′)
·
(
1 + h0∥ξ̃′

s − ξ̃s∥g̃γ(η̃)
)

⩽ 1 + C∗h
µ
0 ·
〈
∥η̃′ − η̃∥g̃γ(η̃)

〉N∗

for some C∗, N∗ > 1. Likewise, we obtain the same inequality for the reciprocal of
the left-hand side, concluding the claim (A.11).

Consider the remaining case where we have ∥ξ̃′∥g̃γ(η̃′) > h−δ
0 instead of ∥ξ̃∥g̃γ(η̃)

> h−δ
0 in (A.13). Then we can follow the argument above with η̃ and η̃′ exchanged

and obtain

(A.31) max




〈
h0∥ξ̃′

s∥g̃γ(η̃′)
〉

〈
h0∥ξ̃s∥g̃γ(η̃)

〉 ,

〈
h0∥ξ̃s∥g̃γ(η̃)

〉

〈
h0∥ξ̃′

s∥g̃γ(η̃′)
〉



 ⩽ 1 + Chµ0

〈
∥η̃′ − η̃∥g̃γ(η̃′)γ

〉N
.

(The difference from (A.11) is only that the metric g̃γ(η̃) is replaced by g̃γ(η̃′) on
the right-hand side.) Then from the temperate property (4.24) in Lemma 4.12, we
obtain the claim (A.11). □

A.2.2. The straightening coordinates are Lipschitz at scale greater than 1

In (A.5) we have defined an Euclidean scalar product g̃ on Tη̃Rn+1 ≡ Rn+1 with
coordinates η̃ = (ξ̃, ω) ∈ Rn+1. Here we extend this metric g̃ to a metric denoted ≈

g
on R2(n+1) with coordinates

ϱ̃ = (y, η̃) =
(
x, z, ξ̃, ω

)
∈ R2(n+1),

by simply adding the same Euclidean scalar product along (x, z) as in (2.7):

(A.32) ≈
g :=

(
⟨η̃⟩α⊥

dx
)2

+
(

⟨η̃⟩α∥
dz
)2

+ g̃,
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so that in coordinates ≈
g coincides with the metric g in (2.7). As in (A.10) we define

a conformal (or re-scaled) metric ≈
gγ as follows. For ṽ ∈ Tϱ̃R2(n+1),

(A.33) ∥ṽ∥≈
gγ(ϱ̃) = h̃⊥

γ (η̃) ∥ṽ∥≈
g(ϱ̃) .

The following proposition shows that the map Φj is Hölder continuous and also
Lipschitz in the scale greater than 1 for the metric ≈

gγ.

Proposition A.4. — With the assumption (5.16) on 0 ⩽ γ < 1, the map
Φj defined in (A.1) satisfies the following estimate: ∃ C > 0, ∀ ϱ, ϱ′ ∈ T ∗Vj ⊂
R2(n+1)

∥Φj(ϱ′) − Φj(ϱ)∥≈
gγ(Φj(ϱ)) ⩽ C max

{
∥ϱ′ − ϱ∥≈

gγ(ϱ), ∥ϱ
′ − ϱ∥β∗

≈
gγ(ϱ)

}

⩽ C
〈

∥ϱ′ − ϱ∥≈
gγ(ϱ)

〉
.

(A.34)

Consequently, over a chart Uj ⊂ M , ∃ C > 0, ∀ ρ, ρ′ ∈ T ∗Uj we have
∥Φj ◦ κ̃j (ρ′) − Φj ◦ κ̃j (ρ) ∥≈

gγ(Φj◦κ̃j(ρ)) ⩽ C⟨h⊥
γ (ρ) ∥ρ′ − ρ∥g(ρ)⟩.(A.35)

Proof. — Take two points

ϱ = (y, η) = (x, z, ξ, ω), ϱ′ = (y′, η′) = (x′, z′, ξ′, ω′) ∈ R2(n+1)

that satisfy
d := ∥ϱ′ − ϱ∥≈

gγ(ϱ) > 0.

From the definition of ≈
gγ in (A.33),(A.32) and (A.5), this implies that

|x′ − x| ⩽ d⟨η⟩−α⊥
, |z′ − z| ⩽ d⟨η⟩−α∥

,

|ξ′ − ξ| ⩽ d⟨η⟩α⊥ · h⊥
γ (η)−1, |ω′ − ω| ⩽ d⟨η⟩α∥

.

We set

Φj(ϱ) = (y, η̃) = (x, z, ξ̃, ω), Φj(ϱ′) = (y′, η̃′) = (x′, z′, ξ̃′, ω′).

with ξ̃, ξ̃′ given as in (A.2). Then we have

|ξ̃′ − ξ̃| ⩽ C|ξ′ − ξ| + C|ξ||x′ − x|β∗ + C|ω||x′ − x|β0

and also
C−1⟨η⟩ ⩽ ⟨η̃⟩ ⩽ C⟨η⟩.

We will use that

(A.36) h⊥
γ (η) =

(5.7)

〈
∥ξ∥g(η)

〉−γ
=
〈
⟨|η|⟩−α⊥ |ξ|

〉−γ
⩽
〈
|ξ|1−α⊥〉−γ

⩽ C ⟨|ξ|⟩−γ(1−α⊥)

and γ < 1 < 1
1−α⊥ to get that 1 − γ(1 − α⊥) > 0 hence

(A.37) ⟨ξ⟩1−γ(1−α⊥) ⩽ ⟨η⟩1−γ(1−α⊥)
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Hence

∥Φj(ϱ′) − Φj(ϱ)∥≈
gγ(Φj(ϱ)) ⩽ ⟨η̃⟩α⊥|x′ − x| + ⟨η̃⟩α∥|z′ − z|

+ h⊥
γ (ξ) · ⟨η̃⟩−α⊥ · |ξ̃′ − ξ̃| + ⟨η⟩−α∥|ω′ − ω|

⩽ Cd+ Ch⊥
γ (ξ) · ⟨η⟩−α⊥|ξ| ·

(
d⟨η⟩−α⊥)β∗

+ C⟨η⟩−α⊥ |ω|
(
d⟨η⟩−α⊥)β0

⩽
(A.36)

Cd+ C⟨ξ⟩1−γ(1−α⊥)⟨η⟩−(1+β∗)α⊥
dβ∗

+ C⟨η⟩1−α⊥−α⊥β0dβ0

⩽
(A.37)

Cd+ C⟨η⟩1−γ(1−α⊥)−(1+β∗)α⊥
dβ∗

+ C⟨η⟩1−α⊥−α⊥β0dβ0 .

We have from (5.16)

γ ⩾
(5.16)

1 − α⊥ (1 + β∗)
1 − α⊥ ⇔ 1 − γ

(
1 − α⊥

)
− (1 + β∗)α⊥ ⩽ 0,

and also 1 − α⊥(1 + β0) < 0 from (5.15). We obtain that

∥Φj(ϱ′) − Φj(ϱ)∥≈
gγ(Φj(ϱ)) ⩽ C

(
d+ dβ0 + dβ∗

)
.

Then (3.5) gives (A.34). Since the metric ≈
g in (A.32) coincides with the metric g

in (2.7), we deduce (A.35), by writing ϱ = κ̃j(ρ), ϱ′ = κ̃j(ρ′) ∈ R2(n+1). □

A.2.3. Final step for the proof

Let ρ, ρ′ ∈ T ∗Uj over a chart Uj ⊂ M and write ϱ = κ̃j(ρ), ϱ′ = κ̃j(ρ′) ∈ R2(n+1)

and ϱ̃ = Φj(ϱ), ϱ̃′ = Φj(ϱ′). We have

W (ρ′)
W (ρ) =

(A.8)

W̃ (η̃′)
W̃ (η̃)

⩽
(A.9)

1 + CW̃h
µ
0

〈
∥η̃′ − η̃∥g̃γ(η̃)

〉NW̃
.

But

∥η̃′ − η̃∥g̃γ(η̃) ⩽
(A.32)

∥ϱ̃′ − ϱ̃∥≈
gγ(ϱ̃) ⩽

(A.35)
C⟨h⊥

γ (ρ) ∥ρ′ − ρ∥g(ρ)⟩

⩽
(4.29)

C ′
〈
h⊥
γ (ρ) distg (ρ′, ρ)

〉C
.

We deduce that
W (ρ′)
W (ρ) ⩽ 1 + CWh

µ
0

〈
h⊥
γ (ρ) distg (ρ′, ρ)

〉NW

This is property (5.8) for W as claimed in (1) in Theorem 5.9.
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A.3. The decay property (2)

We will write A ⪯ B if A ⩽ CB for some constant C > 0 independently of t ⩾ 0,
ρ ∈ T ∗M and write A ≍ B if A ⪯ B and A ⪰ B simultaneously. Let ρ ∈ T ∗M and
t ⩾ 0. As in (5.5) and (5.6), we write

ρ (t) := ϕ̃t (ρ) and ρ(t) = ρ∗(t) + ω(t) · A(m(t)), ρ∗(t) := ρs(t) + ρu(t).

Let us express the weight function W in (5.17) as

(A.38) W (ρ) =
(5.17)

⟨A (ρ) |ρs|⟩Rs

⟨A (ρ) |ρu|⟩Ru

with setting

(A.39) A (ρ) =
(2.7),(5.7)

h0
〈
⟨|ρ|⟩−α⊥ |ρ∗|

〉−γ
⟨|ρ|⟩−α⊥

.

We consider two cases |ρ∗(t)| ⩽ |ρ∗| and |ρ∗(t)| > |ρ∗| separately. Let us assume

(A.40) |ρ∗(t)| ⩽ |ρ∗| .
Lemma A.5. — We have

(A.41) |ρs(t)|
|ρs|

⪯ |ρ∗(t)|
|ρ∗|

⪯ |ρ(t)|
|ρ| ⪯ 1 ⪯ |ρu(t)|

|ρu|
.

Proof. — Since |ρu| ⪯ |ρu(t)|, |ρs(t)| ⪯ |ρs| and ω(t) = ω, we have

|ρs(t)|
|ρs|

=
|ρs (t)| + |ρu| |ρs(t)|

|ρs|
|ρs| + |ρu|

⪯ |ρ∗(t)|
|ρ∗|

.

Similarly

|ρ∗(t)|
|ρ∗|

=
|ρ∗ (t)| + |ω| |ρ∗(t)|

|ρ∗|
|ρ∗| + |ω| ⪯ |ρ(t)|

|ρ| ,

|ρ(t)|
|ρ| ⩽ |ρ∗ (t)| + |ω|

|ρ∗| + |ω| ⩽
(A.40)

1. □

We have ⟨ |ρ|
|ρ(t)|⟩ ≍

(A.41)
|ρ|

|ρ(t)| ⪰ 1 and α⊥ < 1 hence

(A.42)
〈

|ρ|
|ρ(t)|

〉α⊥

⪯ |ρ|
|ρ(t)| .

We get
〈
⟨|ρ(t)|⟩−α⊥ |ρ∗(t)|

〉

〈
⟨|ρ|⟩−α⊥ |ρ∗|

〉 ⩽
(E.4)

〈
⟨|ρ|⟩α⊥ |ρ∗(t)|
⟨|ρ(t)|⟩α⊥ |ρ∗|

〉

⩽
(E.4)

〈〈
|ρ|

|ρ(t)|

〉α⊥
|ρ∗(t)|
|ρ∗|

〉
⪯

(A.42),(A.41)
1.

(A.43)
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This implies

A (ρ(t)) |ρu(t)|
A (ρ) |ρu|

=
(A.39)

〈
⟨|ρ(t)|⟩−α⊥ |ρ∗(t)|

〉−γ
⟨|ρ(t)|⟩−α⊥ |ρu(t)|

〈
⟨|ρ|⟩−α⊥ |ρ∗|

〉−γ ⟨|ρ|⟩−α⊥ |ρu|

⪰
(A.43)

⟨|ρ|⟩α⊥ |ρu(t)|
⟨|ρ(t)|⟩α⊥ |ρu|

⪰
(A.41)

1,

and hence
(A.44) ⟨A (ρ(t)) |ρu(t)|⟩ ⪰ ⟨A (ρ) |ρu|⟩ .
Again from (A.41), we get

⟨ρ(t)⟩−α⊥ |ρ∗(t)|
⟨ρ⟩−α⊥ |ρ∗|

⪰ |ρ∗(t)|
|ρ∗|

⩾ 1

and therefore

A (ρ(t))
A (ρ) =

(A.39)

〈
⟨|ρ(t)|⟩−α⊥ |ρ∗(t)|

〉−γ
⟨|ρ(t)|⟩−α⊥

〈
⟨|ρ|⟩−α⊥ |ρ∗|

〉−γ ⟨|ρ|⟩−α⊥ ⪯
〈

|ρ|
|ρ(t)|

〉α⊥

⪯
(A.41)

〈
|ρ∗|

|ρ∗(t)|

〉α⊥

.

This implies

A (ρ(t)) |ρs(t)|
A (ρ) |ρs|

=

〈
⟨|ρ(t)|⟩−α⊥ |ρ∗(t)|

〉−γ
⟨|ρ(t)|⟩−α⊥ |ρs(t)|

〈
⟨|ρ|⟩−α⊥ |ρ∗|

〉−γ ⟨|ρ|⟩−α⊥ |ρs|
⪯
〈

|ρ∗|
|ρ∗(t)|

〉α⊥
|ρs(t)|
|ρs|

⪯ 1

and hence
(A.45) ⟨A (ρ(t)) |ρs(t)|⟩ ⪯ ⟨A (ρ) |ρs|⟩ .
From (A.38), (A.44) and (A.45), we see that

W (ρ(t)) ⪯ W (ρ)
provided |ρ∗(t)| ⩽ |ρ∗|. Further we can choose a large constant Ct > 1 depending on
t so that, if ∥ρ∗∥gρ > Ct, we have for any t′ ∈ [0, t] that ⟨ρ(t′)⟩−α⊥|ρ∗(t′)| ⪰ 1 and
|ρ(t′)| ⪰ 1 and
〈

⟨ρ(t′)⟩−α⊥ |ρ∗(t′)|
〉

≍ ⟨ρ(t′)⟩−α⊥ |ρ∗(t′)| and ⟨|ρ(t′)|⟩ ≍ |ρ(t′)| for t′ ∈ [0, t] .

We therefore obtain
A (ρ(t)) |ρs(t)|
A (ρ) |ρs|

⪯ |ρ∗(t)|−γ · |ρ(t)|−α⊥(1−γ) |ρs(t)|
|ρ∗|−γ · |ρ|−α⊥(1−γ) |ρs|

⪯
(A.41)

(
|ρs(t)|
|ρs|

)(1−α⊥)(1−γ)

⪯
(5.6)

e−λmint(1−α⊥)(1−γ)

and
W (ρ(t))
W (ρ) ⪯

(A.38,A.44)
e−λmint(1−γ)(1−α⊥)Rs .
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We have proved the conclusion of the Theorem 5.9, claim 2, in the case where
|ρ∗(t)| ⩽ |ρ∗|. For the other case where |ρ∗(t)| ⩾ |ρ∗|, we can argue in a similar
manner.

A.4. The order property (4)

It remains to prove the claim (4) on the order of the weight function W . Let
us assume that ρu = 0 and ρ0 = 0, that is, consider the directions in E∗

s . Then
|ρ| ≍ |ρ∗| ≍ |ρs| and

W (ρ) ≍
(A.38)

|ρs|(1−γ)(1−α⊥)Rs

hence W has order r([ρ]) = (1 − γ)(1 − α⊥)Rs. We proceed similarly in other
directions.

We have finished the proof of Theorem 5.9.

Appendix B. Second example of escape function

In this Section we provide another example W2 : T ∗M → R of escape function
that satisfies the temperate property (5.8) and the decay property (5.11). For the
construction we use the projective space P(E∗

u ⊕ E∗
s ) and this weight function has

therefore some “conical shape” in opposite to the first example in (2.12) or (5.17)
that has some “parabolic shape” (compare the red and blue domains in Figure 5.2
and Figure B.1).
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Definition B.1 (Example 2 of a weight function W2 with good properties).
Assume that the parameters α⊥ and α‖ satisfy

1
1 + β0

6 α⊥ < 1 and 0 < α‖ 6 α⊥.

For r > 0, we define the escape function W2 : T ∗M → R+ by

(B.2) W2 (ρ) :=
〈
‖ρu + ρs‖gρ

〉 r

(1−α⊥)a(ρu+ρs)

where ρ = ωA + ρs + ρu with ω ∈ R, ρu ∈ E∗u, ρs ∈ E∗s .

Lemma B.2. — The function W2 in (B.2) has the following properties
(1) W2 satisfies h⊥γ -temperate property (5.8) for any 0 6 γ < 1.
(2) W2 satisfies decay property (5.11) with rate Λ = λminr.
(3) Its order is r ([ρ]) = ra (ρu + ρs) along E∗ in particular r ([ρ]) = r along

E∗s and r ([ρ]) = −r along E∗u.

See Figure B.1. We can use the escape function W2 to get Theorem 2.3 about the
density of eigenvalues. For this we choose the optimal values

α⊥ = 1
1 + β0

, α‖ = 0

that give a transverse size ∆0 = ω
1

1+β0 for the green region V0 on Figure B.1.

Vs

ρu ∈ E∗u

ρs ∈ E∗s

φ̃t

Vu

V0

∆0 = ωα
⊥

ω ∈ E∗0

Figure B.1. Representation of domains associated to the escape function W2
defined in (B.2): the domain Vs in blue (respect. Vu in red) is a conical neigh-
borhood of E∗s (respect. of E∗u) where the exponent is a (ρu + ρs) = ±1. Outside
the domain V0 :=

{
ρ;
〈
‖ρu + ρs‖gρ

〉
� 1

}
=
{
ρ; |ρu + ρs| > ωα

⊥} in green, the
weight functions W2 decays along the flow φ̃t.
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Figure B.1. Representation of domains associated to the escape function W2
defined in (B.2): the domain Vs in blue (respect. Vu in red) is a conical neigh-
borhood of E∗

s (respect. of E∗
u) where the exponent is a(ρu + ρs) = ±1. Outside

the domain V0 := {ρ; ⟨∥ρu + ρs∥gρ⟩ ≍ 1} = {ρ; |ρu + ρs| > ωα
⊥} in green, the

weight functions W2 decays along the flow ϕ̃t.
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We propose this escape function, because some escape function similar to W2 has
been constructed in [FRS08] for Anosov diffeomorphisms and extended in [FS11] for
Anosov flows. Later it has been used in the study of Ruelle resonances in different
settings [DDZ12, DFG15, DG16, DR19, DZ16, GHW18, JZ17]. In particular this
escape function W2 is useful to construct space HW (M) that are fixed with respect
to small perturbations of X, see [Bon20]. We could have use it in this paper, except
for the proof of Theorem 2.6 that needs a parabolic neighborhood of E∗

u and not
only conical and for the proof of Theorem 2.11 that needs the decay controlled from
below (5.12).

Let us consider the bundle P(E∗) → M where the fiber over m ∈ M is the real
projective space RP(E∗(m)). Notice that ϕ̃t : T ∗M → T ∗M in (4.13) induces a
flow on P(E∗) denoted by Pϕ̃t : P(E∗) → P(E∗), because ϕ̃t keeps the sub-bundle
E∗ invariant and is linear in the fibers. For this flow Pϕ̃t, the unstable direction
[E∗

u] ⊂ P(E∗) is an attractor and the stable direction [E∗
s ] ⊂ P(E∗) is a repeller. Let

a0 ∈ C∞(P(E∗); [−1,+1]) be a smooth function such that
• a0 ≡ −1 on a vicinity [Vu] ⊂ P(E∗) of the unstable direction [E∗

u] ⊂ P(E∗)
and

• a0 ≡ +1 on a vicinity [Vs] ⊂ P(E∗) of the stable direction [E∗
s ] ⊂ P(E∗).

From the function a0 thus defined, we construct a smooth function a ∈ C∞(E∗; [−1,+1])
by averaging it along finite orbits of Pϕ̃t as follows. Let T > 0 be a constant and put

(B.1) a (ρ∗) = 1
2T

∫ T

−T
a0
(
Pϕ̃tρ∗

)
dt

for ρ∗ = ρu + ρs ∈ E∗. In the next lemma, we will assume that T > 0 is sufficiently
large and denote by ∥v∥

g(ρ) the norm of v ∈ Tρ(T ∗M) with respect to the metric g
at ρ ∈ T ∗M defined in (2.8).

Definition B.1 (Example 2 of a weight function W2 with good properties).
Assume that the parameters α⊥ and α∥ satisfy

1
1 + β0

⩽ α⊥ < 1 and 0 < α∥ ⩽ α⊥.

For r > 0, we define the escape function W2 : T ∗M → R+ by

(B.2) W2 (ρ) :=
〈
∥ρu + ρs∥gρ

〉 r

(1−α⊥)a(ρu+ρs)

where ρ = ωA + ρs + ρu with ω ∈ R, ρu ∈ E∗
u, ρs ∈ E∗

s .

Lemma B.2. — The function W2 in (B.2) has the following properties
(1) W2 satisfies h⊥

γ -temperate property (5.8) for any 0 ⩽ γ < 1.
(2) W2 satisfies decay property (5.11) with rate Λ = λminr.
(3) Its order is r([ρ]) = ra(ρu + ρs) along E∗ in particular r([ρ]) = r along

E∗
s and r([ρ]) = −r along E∗

u.
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See Figure B.1. We can use the escape function W2 to get Theorem 2.3 about the
density of eigenvalues. For this we choose the optimal values

α⊥ = 1
1 + β0

, α∥ = 0

that give a transverse size ∆0 = ω
1

1+β0 for the green region V0 on Figure B.1.

Appendix C. Relation with the class of symbols Sm
ρ̃,δ̃

of
Hörmander

Let us give the relation between, on one side the metric g on T ∗M with parameter
α⊥, the conformal metric gγ = h2

γg with parameter γ used in this paper and on the
other side the (traditional) class of symbols Sm

ρ̃,δ̃
of Hörmander [Hör83, Chap. 18]

characterized by some parameters m ∈ R, 0 ⩽ δ̃ ⩽ ρ̃ ⩽ 1, δ̃ + ρ̃ ⩾ 1. In this paper
we have a metric in (2.7) similar to(16)

(C.1) g :=
(

dx

δ⊥ (ξ)

)2

+
(
δ⊥ (ξ) dξ

)2

on (x, ξ) ∈ R2n (variable transverse to the flow direction) with

(C.2) δ⊥ (ξ) = ⟨|ξ|⟩−α⊥

as defined in (2.6) and parameter 1
2 ⩽ α⊥ < 1. We also have in (5.7), a function of

the form

(C.3) hγ (ξ) := ⟨|ξ|⟩−γ ,

with 0 ⩽ γ < 1. This function hγ(ξ) plays the role of a “small Planck parameter”
and is associated to the re-scaled or conformal metric introduced by Hörmander
that is used to measure the variations of symbols on phase space [Hör79], [Hör83,
Chap.18], [Ler11, p. 22, p. 68], [NR11]

gγ (ξ):= (hγ (ξ))2 g (ξ)

≍
(C.1)

(
hγ (ξ) dx
δ⊥ (ξ)

)2

+
(
hγ (ξ) δ⊥ (ξ) dξ

)2

=
(C.2),(C.3)


 dx

⟨|ξ|⟩−δ̃




2

+
(

dξ

⟨|ξ|⟩ρ̃
)2

with δ̃ = α⊥ − γ and ρ̃ = α⊥ + γ that gives the relations

(C.4) α⊥ := 1
2
(
ρ̃+ δ̃

)
⩾ 1

2 , γ := 1
2
(
ρ̃− δ̃

)
⩾ 0.

(16)The Weyl–Hörmander calculus in principle enables to use metrics of a more general form
than (C.1), [Hör79].
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Appendix D. How to reveal intrinsic discrete spectrum
(resonances) on a simple model

In this section we present an elementary model that explains why we observe
discrete spectrum (resonances) in an appropriate Sobolev space though this is not
the case for the usual L2 space. At the end of the section, we will see the analogy
between this simple model and the hyperbolic dynamics considered in this paper.

D.1. The model

Let us consider the following bi-infinite matrix L = (Li,j)i,j∈Z

(D.1) L :=




. . .

. . . 0
1 w0

1 0
0 −w−1

1 1 . . .




whose non-vanishing elements are only L0,0 = w0 ∈ C\{0}, L2,0 = −w−1
1 ∈ C

and Lj+1,j = 1 for every j ∈ Z. Considering these non vanishing elements, we can
associate to L a “Markov graph” that contains the dynamics of a shift ϕ̃ : j 7→ j + 1,
perturbed by a finite rank matrix, see Figure D.1.
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Let us consider the following bi-infinite matrix L = (Li,j)i,j∈Z
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

. . .

. . . 0
1 w0
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0 −w−1
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


whose non-vanishing elements are only L0,0 = w0 ∈ C\ {0}, L2,0 = −w−1
1 ∈ C

and Lj+1,j = 1 for every j ∈ Z. Considering these non vanishing elements, we can
associate to L a “Markov graph” that contains the dynamics of a shift φ̃ : j 7→ j + 1,
perturbed by a finite rank matrix, see Figure D.1.

Escape in past Escape in future1

j21−1−2 0

...

11

w0 −w−1
1

...
1 1

φ̃

Figure D.1. Markov graph associated to the infinite matrix (D.1).

Remark D.1. — The inverse matrix of L is

(D.2) L−1 :=




. . . 1 0
0 1 −w0

0 1
0 0 w−1

1
. . .
. . .




where (L−1)1,1 = w−1
1 , (L−1)−1,1 = −w0 and (L−1)j,j+1 = 1 for j ∈ Z. The matrix L

has the following eigenvectors U and V :

• LU = w0U with vector U =
(
. . . , 0, U0,

1
w0
U0, . . . ,

1
wj0

(
1− w0

w1

)
U0, . . .

)
∈

CZ with components Uj = 0 for j < 0, U0 ∈ C, U1 = 1
w0
U0 and Uj =

1
wj0

(
1− w0

w1

)
U0 for j > 2. Hence U ∈ l2 (Z) if and only if |w0| > 1.

• LV = w1V with vector V =
(
. . . , w1−j

1

(
1− w0

w1

)
V1, . . . , w1V1, V1, 0, . . .

)
∈ CZ

with components V1 ∈ C, V0 = w1V1, Vj = w1−j
1

(
1− w0

w1

)
V1 for j 6 −1 and

Vj = 0 for j > 2. Hence V ∈ l2 (Z) if and only if |w1| < 1.
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Figure D.1. Markov graph associated to the infinite matrix (D.1).

Remark D.1. — The inverse matrix of L is

(D.2) L−1 :=




. . . 1 0
0 1 −w0

0 1
0 0 w−1

1
. . .
. . .




where (L−1)1,1 = w−1
1 , (L−1)−1,1 = −w0 and (L−1)j,j+1 = 1 for j ∈ Z. The matrix L

has the following eigenvectors U and V :
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• LU = w0U with vector U = (. . . , 0, U0,
1
w0
U0, . . . ,

1
wj

0
(1 − w0

w1
)U0, . . .) ∈ CZ

with components Uj = 0 for j < 0, U0 ∈ C, U1 = 1
w0
U0 and Uj = 1

wj
0
(1− w0

w1
)U0

for j ⩾ 2. Hence U ∈ l2(Z) if and only if |w0| > 1.
• LV = w1V with vector V = (. . . , w1−j

1 (1 − w0
w1

)V1, . . . , w1V1, V1, 0, . . .) ∈ CZ

with components V1 ∈ C, V0 = w1V1, Vj = w1−j
1 (1 − w0

w1
)V1 for j ⩽ −1 and

Vj = 0 for j ⩾ 2. Hence V ∈ l2(Z) if and only if |w1| < 1.

For some r ∈ R called the order, let us consider the following function W on Z,
W (j) := e−rj, j ∈ Z.

For j ̸= 0, 2 we have W (ϕ̃(j))
W (j) = e−r hence if r > 0, W decreases along the trajectories

of ϕ̃ and we call W an “escape function”. Let Diag(W ) be the diagonal matrix with
diagonal elements W (j). Let

L̃W : = Diag (W ) ◦ L ◦ Diag (W )−1 =
(D.1)




. . . 0 0
e−r w0

e−r 0
0 −e−2rw−1

1 e−r . . .
. . .




(D.3)

We refer to [BS12, Chap. 1], [TE05, p. 51] for the spectrum of Toeplitz operators.

Lemma D.2. — The operator L̃W : l2(Z) → l2(Z) has essential spectrum on the
circle of radius e−r and the following discrete spectrum elsewhere: w0 is an eigenvalue
if and only if |w0| > e−r. w1 is an eigenvalue if and only if |w1| < e−r.

We define
HW (Z) := Diag (W )−1

(
l2 (Z)

)

meaning that the norm of a vector u ∈ HW (Z) is

(D.4) ∥u∥2
HW (Z) := ∥Diag (W )u∥2

l2(Z) =
∑

j ∈Z

∣∣∣e−rjuj
∣∣∣
2

HW (Z) is similar to a anisotropic Sobolev space with weight W (j) = e−rj. We have
the following commutative diagram

HW (Z) L−−−→ HW (Z)

Diag(W )
y Diag(W )

y

l2 (Z) L̃W :=Diag(W )◦L◦Diag(W )−1

−−−−−−−−−−−−−−−−−→ l2 (Z)
where Diag(W ) : HW (Z) → l2(Z) is an isometry (by definition) and hence Lemma D.2
gives

Lemma D.3. — The operator L : HW (Z) → HW (Z) has essential spectrum on
the circle of radius e−r and the following discrete spectrum elsewhere: w0 is an
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eigenvalue with eigenvector U ∈ HW (Z) if and only if |w0| > e−r. w1 is an eigenvalue
with eigenvector V ∈ HW (Z) if and only |w1| < e−r.

See Figure D.2.
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0 1 0
e−r

eigenvalue

Spectrum of L in l2(Z), r = 0. Spectrum of L in HW (Z), r > 0.

eigenvalue
w1

w0

Figure D.2. In this picture we assume |w0| = |w1| < 1. The circle of radius
e−r (in green) is the essential spectrum of L in the space HW (Z) that depends
on r ∈ R. As r → +∞ this circle shrinks to zero and we reveal the intrinsic
“future discrete spectrum” of L, here this is the eigenvalue w0 (in red), as soon
as e−r < |w0|. As r → −∞ this circle goes to infinity and we reveal the intrinsic
“past discrete spectrum” of L, here this is the eigenvalue w1 (in blue), as soon
as |w1| < e−r.

The conclusion of this simple model is that:

(1) We observe that the given matrix L corresponds to a simple dynamics φ̃ and
outside a compact region, the dynamics of φ̃ escapes to/from infinity.

(2) We construct an “escape function”W for that dynamic φ̃ that decays with rate
e−r and define an anisotropic Sobolev space HW (Z) := Diag (W )−1 (l2 (Z)).

(3) It appears that the matrix L has essential spectral radius ress. = e−r in
HW (Z). Moreover, by increasing the parameter r we get ress. = e−r → 0

r→+∞
and this may reveal new eigenvalues and eigenspaces of L that do not depend
on W (here we have only w0 ∈ C) that we call “future discrete spectrum”.
If we do ress. = e−r → +∞

r→−∞
this may reveal new eigenvalues and eigenspaces

of L that do not depend on W (here we have only w1 ∈ C) that we call
“past discrete spectrum”. The past discrete spectrum is the future discrete
spectrum for L−1 and conversely. See Figure D.2.

Remark D.4. — For j 6= 0, the dynamics φ̃ : j 7→ j + 1 is a translation. Observe
that

• For j > 0, if we set ξu := ej, we get an expanding dynamics φ̃ : ξu 7→ e1ξu.
The escape function is W (j) = e−jr = ξ−ru hence the anisotropic Sobolev
space HW (Z) has negative order −r.
• For j < 0, if we set ξs := e−j, we get a contracting dynamics φ̃ : ξs 7→ e−1ξs.
The escape function is W (j) = e−jr = ξrs hence the anisotropic Sobolev space
HW (Z) has positive order r.

The fact that the order depends on the sign of j explains the term “anisotropic”.
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Figure D.2. In this picture we assume |w0| = |w1| < 1. The circle of radius
e−r (in green) is the essential spectrum of L in the space HW (Z) that depends
on r ∈ R. As r → +∞ this circle shrinks to zero and we reveal the intrinsic
“future discrete spectrum” of L, here this is the eigenvalue w0 (in red), as soon
as e−r < |w0|. As r → −∞ this circle goes to infinity and we reveal the intrinsic
“past discrete spectrum” of L, here this is the eigenvalue w1 (in blue), as soon as
|w1| < e−r.

The conclusion of this simple model is that:
(1) We observe that the given matrix L corresponds to a simple dynamics ϕ̃ and

outside a compact region, the dynamics of ϕ̃ escapes to/from infinity.
(2) We construct an “escape function”W for that dynamic ϕ̃ that decays with rate

e−r and define an anisotropic Sobolev space HW (Z) := Diag(W )−1(l2(Z)).
(3) It appears that the matrix L has essential spectral radius ress. = e−r in HW (Z).

Moreover, by increasing the parameter r we get ress. = e−r → 0
r→ +∞

and this
may reveal new eigenvalues and eigenspaces of L that do not depend on W
(here we have only w0 ∈ C) that we call “future discrete spectrum”. If we do
ress. = e−r → +∞

r→ −∞
this may reveal new eigenvalues and eigenspaces of L that

do not depend on W (here we have only w1 ∈ C) that we call “past discrete
spectrum”. The past discrete spectrum is the future discrete spectrum for L−1

and conversely. See Figure D.2.
Remark D.4. — For j ̸= 0, the dynamics ϕ̃ : j 7→ j + 1 is a translation. Observe

that
• For j > 0, if we set ξu := ej, we get an expanding dynamics ϕ̃ : ξu 7→ e1ξu.

The escape function is W (j) = e−jr = ξ−r
u hence the anisotropic Sobolev

space HW (Z) has negative order −r.
• For j < 0, if we set ξs := e−j, we get a contracting dynamics ϕ̃ : ξs 7→ e−1ξs.

The escape function is W (j) = e−jr = ξrs hence the anisotropic Sobolev space
HW (Z) has positive order r.
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The fact that the order depends on the sign of j explains the term “anisotropic”.

Remark D.5. — Starting from the semi infinite matrix

L :=




w0 0
1 0

1 0
0 . . . . . .




we would have a similar analysis with the difference that the dynamics is ϕ̃(j) = j+1
is a semi-shift and the spectrum in HW (N) is essential on the circle of radius e−r

and residual inside. If one chooses the escape function W (j) = e−jα = e−(log ξ)α

with some α > 1, we get that W (j+1)
W (j) → 0 as j → ∞ and that L is Trace class in

HW (Z) with Trace obtained as the sum over the discrete spectrum (the essential
spectrum has shrunk to 0 immediately). This model corresponds to the so-called
Gevrey class in ξ variable (and their dual). Even stronger, if one choose the escape
function W (j) = e−rej = e−rξ with some r > 0, we get that W (j+1)

W (j) = e−r(e−1)ej → 0
as j → ∞. This model corresponds to “analytic class” in ξ variable (and their dual
of hyper-functions).

Remark D.6. — We can replace the single element w0 ∈ C on the diagonal of L
by a finite rank (or compact) matrix with eigenvalues w0, w1, . . .. From the discrete
spectrum of L in HW (Z), we deduce decay of correlations for u, v ∈ HW (Z):

〈
u
∣∣∣Ltv

〉
HW (Z)

=
∑

k

wtk
〈
u
∣∣∣Ltπkv

〉
HW (Z)

+O
(
e−λrt

)
∼

t→ +∞
wt0
〈
u
∣∣∣Ltπ0v

〉

where πk is the spectral projector associated to the eigenvalue wk and we have
assumed that |w0| > |wj| for j ⩾ 1.

D.2. Analogy with Ruelle resonances for hyperbolic dynamics

In the table on next page we put in correspondence the properties of the matrix L,
(D.1) and the transfer operator Lt = etA studied in this paper that is defined from
an Anosov flow ϕt on M .

Appendix E. Relations for the Japanese bracket ⟨.⟩

For s ∈ R, we set
⟨s⟩ := (1 + s2)1/2.

Clearly we have
max{1, |s|} ⩽ ⟨s⟩ ⩽ ⟨⟨s⟩⟩ ⩽ 2 max{1, |s|}

and
d

ds
⟨s⟩ = s√

1 + s2
∈ (−1, 1) for any s ∈ R.
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Matrix model L Hyperbolic dynamics
Orthonormal basis Almost orthogonal basis of wave-packets

φj =
(

0 . . . , 1
(j)
, 0 . . .

)
∈ l2 (Z), j ∈ Z. φρ ∈ L2 (M), with ρ ∈ T ∗M .

The action of L is described by The action of Lt is described by
a dynamics ϕ̃ on Z, the lifted flow ϕ̃ on ρ = (x, ξ) ∈ T ∗M ,
hyperbolic in ξu, ξs = e±j hyperbolic in ξ.
Escape function W (j), Escape function W on T ∗M

with decay property W(ϕ̃(j))
W (j) = e−r. with temperate and decay property

W(ϕ̃t(ρ))
W (ρ) ⩽ Ce−Λt outside the trapped set E∗

0 .
HW (Z) := Diag (W )−1 (l2 (Z)) HW (M) := Op (W )−1 (L2 (M))

with Op (W ) a PDO.
i.e. almost diagonal in wave-packet basis.

Sξ ⊂ HW (Z) ⊂ S ′
ξ S (M) ⊂ HW (M) ⊂ S ′ (M)

Discrete spectrum w = ez on Discrete spectrum z of the generator A
|w| > e−1.r ⇔ Re (z) > −1.r. on Re (z) > −λminr + Cste.

From the second estimate, it follows
(E.1) ⟨s+ t⟩ ⩽ ⟨s⟩ + |t| ⩽ ⟨s⟩ + ⟨t⟩
that implies

(E.2) ⟨t⟩
⟨s⟩ ⩽ 1 + |t− s|

⟨s⟩ ⩽ 1 + |t− s|

Also, by considering the cases |s| ⩽ 1 and |s| > 1 separately, we can check
(E.3) ⟨s · t⟩ ⩽ max{1, |s|} · ⟨t⟩ ⩽ ⟨s⟩ · ⟨t⟩
Note that (E.3) implies that, if s ̸= 0,

⟨t⟩ =
〈
s · s−1t

〉
⩽ max{1, |s|} ·

〈
s−1t

〉

and hence

(E.4)
〈
t

s

〉
⩾ max{1, |s|}−1⟨t⟩ ⩾ ⟨t⟩

⟨s⟩ .
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