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Résumé. — Nous établissons des estimées radiales de type source dans des espaces de
régularité Hölder–Zygmund pour des dynamiques uniformément hyperboliques (flots Anosov),
dans l’esprit des travaux de Dyatlov–Zworski [DZ16]. La principale conséquence est une nouvelle
estimée de stabilité linéaire pour la conjecture de rigidité du spectre marqué des longueurs,
aussi connue sous le nom de conjecture de Burns–Katok [BK85]. Nous montrons en particulier
qu’en toute dimension ⩾ 2, dans l’espace des métriques à courbure négative, deux métriques
C3+ε-proches avec même spectre marqué sont isométriques. Cela améliore des travaux récents
de Guillarmou-Knieper et du second auteur [GKL22, GL19]. Cette approche permet aussi de
retrouver divers résultats de régularité connus en dynamique hyperbolique et basés sur le lemme
de Journé: le théorème de Livšic lisse de de La Llave–Marco–Moriyón [LMM86], la version
cocycle du théorème de Livšic lisse de Niticā–Török [NT98] pour des groupes de Lie généraux
(de dimension finie), la rigidité de la régularité du feuilletage obtenue par Hasselblatt [Has92]
et d’autres.

1. Introduction

1.1. Motivation: the marked length spectrum conjecture

Let (M, g) be a smooth closed Riemannian manifold. We say that it is Anosov if
its geodesic flow (φt)t ∈R defined on its unit tangent bundle M := SM is Anosov,
that is there exists a continuous splitting of the tangent space by

TM = RX ⊕ Es ⊕ Eu,

and constants C, λ > 0 such that
∀ t ⩾ 0,∀ v ∈ Es, ∥dφt(v)∥ ⩽ C × e−tλ∥v∥,
∀ t ⩽ 0,∀ v ∈ Eu, ∥dφt(v)∥ ⩽ C × e−|t|λ∥v∥,

(1.1)

where ∥ · ∥ = g⋆(·, ·)1/2 is an arbitrary smooth auxiliary metric on M.
Let C be the set of free homotopy classes on M . It is well-known that, if (M, g) is

Anosov, there exists a unique closed geodesic γg(c) ∈ c in each free homotopy class
c ∈ C. The marked length spectrum of the Anosov manifold (M, g) is the map
(1.2) Lg : C → R+, Lg(c) := ℓg (γg(c)) ,
where ℓg(γ) denotes the Riemannian length of the curve γ computed with respect
to the metric g.

Let MetAn be the space of (smooth) Anosov metrics on M and let Diff0(M) be the
group of smooth diffeomorphisms that are isotopic to the identity. It is clear that
the map

MetAn ∋ g 7→ Lg

is invariant under the action (by pullback) of Diff0(M), namely Lg = Lϕ∗g whenever
ϕ ∈ Diff0(M), so that Lg = L[g]. An element [g] ∈ MetAn/Diff0(M) is called an
isometry class. We are interested in the following conjecture, known as the Burns–
Katok conjecture [BK85] or the marked length spectrum rigidity conjecture(1) :

(1) Originally, it was only formulated for negatively-curved manifolds.
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Radial source estimates in Hölder-Zygmund spaces 645

Conjecture 1.1 (Burns-Katok). — The map
MetAn/Diff0(M) ∋ [g] 7→ L[g]

is injective.

The conjecture was independently solved by Croke [Cro90] and Otal [Ota90] on
negatively-curved surfaces. There are also a few other partial results [BCG95, Ham99,
Kat88]. Recently, Guillarmou–Knieper and the second author [GKL22, GL19] proved
a local version of the conjecture, namely assuming that g and g′ are a priori close
enough in the CN -topology (for some N ≫ 1) with same marked length spectrum,
they showed that the metrics are isometric. This result came with a stability estimate
but had two drawbacks: first of all, the integer N was depending linearly on the
dimension n of the manifold M ; secondly, the stability estimate was non-linear. We
address these two problems in our main Theorem 1.2.

Before stating it, we need to introduce the notion of geodesic stretch. Given a fixed
Anosov metric g0 on M (whose unit tangent bundle is denoted by SM) and another
metric g, there is a function ag ∈ Cν(SM) (where ν > 0 is a small exponent) with
the property that:

Lg(c) :=
∫

γg0 (c)
ag dγg0(c).

We call it geodesic stretch. In particular, ag − 1 integrates to 0 along all closed orbits
of the geodesic flow of g0 iff the two metrics have same marked length spectrum.
The function ag is only well-defined up to a coboundary i.e. a term of the form Xu,
where X is the g0-geodesic vector field and u is a function on SM .

Theorem 1.2. — Let (M, g0) be a smooth Anosov manifold and further assume
it is non-positively curved if dim(M) ⩾ 3 or g0 is generic. For any ε > 0, there exists
ν, C > 0 such that the following holds. For any metric g such that ∥g−g0∥C3+ε < 1/C,
there exist a C4+ε-diffeomorphism ϕ, isotopic to the identity, such that

∥ϕ∗g − g0∥Cν−1 ⩽ C inf
u ∈ Cν(SM),

Xu ∈ Cν(SM)

∥ag − 1 +Xu∥Cν .

Theorem 1.2 shows that the metrics need only be C3+ε-close to obtain local rigidity
of the marked length spectrum. The norm on the right-hand side in the quotient
norm on the quotient space Cν/Dν of functions up to coboundaries, see § 5 for further
details. As we shall see below, Theorem 1.2 is also based on the invertibility of a
certain natural operator, the X-ray transform of symmetric 2-tensors for the metric
g0, denoted by Ig0

2 , and its injectivity is known on Anosov surfaces [PSU14, Gui17],
Anosov manifolds of dimension n ⩾ 3 with non-positive curvature [CS98], and generic
Anosov manifolds [CL21], hence the restrictions in the theorem.

1.2. Radial source estimates in Hölder–Zygmund spaces

The technical result behind Theorem 1.2 is quite flexible and interesting in itself.
We present it now, before turning to some remarks on regularity of cohomological
equations. Let (φt)t ∈R be a smooth arbitrary Anosov flow in the sense of (1.1) on a
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closed Riemannian manifold (M, g), with generating vector field X. Since our tools
are that of microlocal analysis, we will work in T ∗M rather than TM, and we have
to introduce the dual decomposition

T ∗M = E∗
0 ⊕ E∗

s ⊕ E∗
u,

where E∗
0(Es ⊕ Eu) = 0, E∗

s (Es ⊕ RX) = 0, E∗
u(Eu ⊕ RX) = 0. The flow φt has a

symplectic lift Φt to T ∗M given by
Φt(x, ξ) =

(
φt(x), dxφ

−⊤
t ξ

)
(here −⊤ stands for the inverse transpose). The same estimates as (1.1) hold for Es

replaced by E∗
s , Eu replaced by E∗

u, v ∈ TM replaced by a covector (x, ξ) ∈ T ∗M
and dφt(v) replaced by Φt(x, ξ).

We consider E → M, a Hermitian vector bundle, and we assume given a derivation
X acting on C∞(M, E), lifting X so that for f ∈ C∞(M) and v ∈ C∞(M, E),
(1.3) X(f · v) = Xf · v + f · Xv.
The propagator e−tX of the operator X is a pointwise map acting as:

e−tX : Eφ−t(x) → Ex,

for any x ∈ M and we denote by M(t, x) its norm, namely:

M(t, x) := sup
v ∈ Eφ−t(x),∥v∥=1

∥∥∥e−tXv
∥∥∥

x
,

where ∥·∥ stands for the norm in the fibers of E . We introduce the following quantity

(1.4) ω+(X) := inf
{
ρ > 0

∣∣∣∣∣ sup
x ∈ M

lim
T →+∞

1
T

log
[
M(T, x) × ∥dxφ−T |Eu∥ρ

]
< 0

}
,

to which we will refer as the forward threshold in the following. Observe that this
quantity does not depend on a choice of metric on E nor on g. Reversing time and
replacing Eu by Es, we obtain ω−(X) the backwards threshold. The key tool to
proving Theorem 1.2 is the so-called propagation of singularities toolbox and more
precisely source estimates:

Theorem 1.3 (Radial source estimate in Hölder–Zygmund regularity). — Let
A be a classical pseudodifferential operator of order 0, microsupported in a small
conical neighbourhood of E∗

s . There exists B, a classical pseudodifferential operator
of order 0, elliptic on the wavefront set of A, such that following holds. For ρ > ω+(X)
and N > 0, there exists C > 0 such that for all u ∈ C∞(M, E):

(1.5) ∥Au∥Cρ
∗ ⩽ C

(
∥BXu∥Cρ

∗ + ∥u∥C−N
∗

)
.

More generally, if u ∈ D′(M, E), and there exists ρ0 > ω+(X) such that Au ∈ Cρ0
∗

and BXu ∈ Cρ
∗ , then Au ∈ Cρ

∗ and (1.5) holds.

Before presenting the relation with existing results, let us explain its meaning.
Since the principal symbol p of X is 1-homogeneous, the flow Φt has a smooth
extension to the radial compactification T ∗M. In T ∗M, E∗

s ∩ ∂T ∗M is invariant
under Φt. It is a repeller, in the sense that close trajectories get away exponentially
fast. Since the works of Melrose [Mel94], one says that E∗

s is a source. The idea of
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propagation of singularities is that regularity propagates along flow lines of Φt. If we
have some regularity very close to E∗

s , then we can hope to propagate it to all points
whose trajectory originates close to E∗

s is the past. The problem is then to obtain
said regularity close to the source, and this is exactly what the source estimate is for.

A

B

E
∗

s

Figure 1.1. A picture of the radial source estimate and the microsupport of A
and B.

Melrose [Mel94] was the first to introduce this kind of estimate. The purpose was to
study Euclidean scattering for the Laplace operator. The idea was then expanded and
generalized to several scattering problems [DD13, CdV20, Dya12, DZ19b, HMV04,
HV18, Vas13]. In these settings, sources are usually smooth manifolds but Dyatlov
and Zworski [DZ16] observed that the same principle could be applied to Anosov
flows (where the source, namely E∗

s , is only a Hölder-continuous distribution in
T ∗M).

In [DZ16], no explicit estimate was given on the threshold of regularity but later on,
the authors gave a more precise statement in [DZ19a, Appendix E]. Although their
development is quite recent, source estimates have now entered the standard toolbox
of analysis of hyperbolic dynamics. Most relevant to our purposes, Guillarmou and
de Poyferré [GDP] used paradifferential calculus to obtain a version of Dyatlov and
Zworski’s estimates for flows of finite regularity. Let us also mention that radial sink
estimates (i.e. microlocal estimates near E∗

u) could be obtained in a similar fashion,
following the arguments developed in the present article. However, since we could
not find any applications of these, we did not incorporate them in the paper.

To the best of our knowledge, our result is the first source estimate involving Hölder–
Zygmund instead of Sobolev norms. If we were giving the estimate for L2-based
spaces, the threshold ω±(X) would have to be replaced by another quantity, which
is larger in general for the examples of interest to us. This motivated our research
and is discussed with more details in Appendix B. Additionally, Hölder–Zygmund
regularity is a more natural choice when studying some dynamical problems (see
§ 4 and § 5 for applications). See also [deLl01] for a discussion of Sobolev regularity
versus Hölder regularity, and a similar estimate of regularity thresholds in the case
of diffeomorphisms.

Let us explain shortly why it is customary to use Sobolev norms when doing
propagation of singularities for a certain (pseudo)differential operator P . There are
two available schemes of proof for a source estimate. The first, technically simpler
one, is using Egorov’s theorem. The second one relies on the so-called “positive
commutator argument” of Hörmander. The latter relies on Gårding estimate, so that
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it can only be applied in a Hilbert space context. The first one uses crucially the
propagator eitP , which has to be bounded on the relevant spaces. It is well known
that the wave or the Schrödinger propagators are not bounded on Hölder–Zygmund
spaces. In fact, the only reasonable class of operators for which we have propagators
bounded on Cs

∗ spaces are vector fields.
We are convinced that it would be possible to extend our result without much

effort to the case of Besov spaces or other types of spaces based on interpola-
tion and Littlewood–Paley constructions, still for vector fields. In a recent paper,
Wang [Wan20] obtained a source estimate for more general type of operators in
some L2-based Besov spaces. His estimates involve some loss of regularity, but they
apply to operators for which our proof could not work, because the propagator is
not bounded in the relevant spaces.

In the first draft of our article(2) we had obtained a much weaker estimate on the
value of the threshold. Given A a pseudo-differential operator, the usual Egorov’s
theorem gives a precise description of At = e−tXAetX . A weaker form of the statement
just gives the wavefront set of At. It turns out that it is better for our purpose here
to work only with the latter statement. This was suggested by the reading of [BT07].
This article of Baladi and Tsujii deals with Anosov diffeomorphisms, its methods
were adapted to the case of flows by [Ada19] (see also [AB22]).

1.3. Regularity in hyperbolic dynamics

Theorem 1.3 has a straightforward consequence for regularity questions in hyper-
bolic dynamics. More precisely, it allows to give a systematic microlocal approach to
studying regularity of solutions of cohomological equations associated with the Anosov
flow (φt)t ∈R. The simplest such equation is Xu = f , where f is a given C∞(M)
function. A satisfying criterion for existence of solutions is due to Livšic [Liv72],
but it produces a priori a Lipschitz-continuous solution u ∈ CLip(M). It was not
until 1986 that de La Llave, Marco and Moriyón [LMM86] proved a bootstrap result,
namely that if a Lipschitz-continuous solution u exists, it is indeed C∞(M). This
result was generalized in many directions, and used in several contexts. In this paper,
we will consider cohomological equations on vector bundles and we assume that we
have, as in the previous paragraph, a bundle E → M with Lie derivative X.

From a microlocal point of view, the regularity of u given that Xu = f can be
first understood with the principal symbol of X. Equation (1.3) guarantees that the
principal symbol of −iX is diagonal and given by p(x, ξ) = ⟨ξ,X(x)⟩1E . It follows
that as a differential operator, X is elliptic in the direction E∗

0 . In turn, elementary
elliptic theory results imply that WF(u) ⊂ E∗

u ⊕ E∗
s . In simpler terms, u is smooth

along the orbits of the flow.
On the characteristic set {p = 0} = E∗

u ⊕ E∗
s , usual elliptic theory gives us no

information, and we have to use more precise information on X than just its principal
symbol to study the regularity of u. This extra-information is provided precisely by
the radial source estimate of Theorem 1.3 which tells us that microlocally near the
(2) Still available online https://arxiv.org/abs/2011.06403.
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source E∗
s and the sink E∗

u, u is smooth. By standard propagation of singularity, we
can then conclude that u is smooth microlocally everywhere on {p = 0}. We state
this as the following result:

Theorem 1.4. — Let ρ > max(0, ω+(X), ω−(X)). Assume that f ∈ C∞(M, E)
and u ∈ Cρ(M, E) satisfies Xu = f . Then u ∈ C∞(M, E).

Note that ρ is always positive. The space Cρ(M, E) is the usual space of Hölder
regularity for sections of E . In the following, it will be more convenient for us
to work with Hölder–Zygmund regularity Cρ

∗ (M, E) instead. The spaces Cρ(M, E)
and Cρ

∗ (M, E) agree for ρ > 0 not equal to an integer but they are different for
ρ ∈ N, see § 2 for further details. We also point out that one could extend to other
regularities the statement: actually, it holds verbatim with C∞(M, E) being replaced
by Cs

∗(M, E) for any s ⩾ ρ.
Theorem 1.4 is not new. Indeed, it was proved in the case of the trivial bundle

and X = X in [LMM86]. Their proof uses the Journé Lemma [Jou86], and has been
adapted to deal with the general bundle case — see for example [Has92]. The use of
microlocal estimates to deal with this kind of problems originates in [Gui17], where
Guillarmou recovered the volume-preserving case of [LMM86].

Theorem 1.4 has strong consequences on rigidity questions in hyperbolic dynamical
systems: it is the base of most of the standard regularity results [LMM86, Liv72,
NT98] of the Livšic (cocycle) theory (see § 4, Theorems 4.5 and 4.7) and the rigidity
result of Hasselblatt [Has92] relative to the smoothness of the Anosov foliation (see
Theorem 4.11).

1.4. Organization of the paper

In Section § 2, we introduce Hölder–Zygmund spaces and show some elementary
properties. In Section § 3, we prove the source estimate of Theorem 1.3. We then
turn to applications. In Section § 4, we apply Theorem 1.3 to the study of (linear)
cohomological equations in hyperbolic dynamical systems. We also discuss rigidity
of the foliation of Anosov flows. In Section § 5, we apply the source estimate of
Theorem 1.3 to prove our main Theorem 1.2.
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2. Pseudodifferential operators on Hölder–Zygmund spaces
The goal of this section is to introduce the scale of Hölder–Zygmund spaces Cs

∗
(for s ∈ R). We also provide several technical lemmata, describing the action of
pseudo-differential operators on these spaces.
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2.1. Semiclassical analysis

We briefly review some key features of semiclassical analysis on manifolds. For any
m ∈ R, ρ, δ ∈ [0, 1], such that 1 − ρ ⩽ δ < ρ, we define the Fréchet space Sm

ρ,δ(T ∗Rn)
as the space of smooth functions p on T ∗Rn such that for all α, β ∈ Nn, there exists
Cα,β > 0 such that for all (x, ξ) ∈ T ∗Rn:

(2.1)
∣∣∣∂α

ξ ∂
β
xp (x, ξ)

∣∣∣ ⩽ Cα,β ⟨ξ⟩m−ρ|α|+δ|β|

The standard space is Sm
1,0(T ∗Rn) obtained for ρ = 1, δ = 0 and we will denote it by

Sm(T ∗Rn) for the sake of simplicity.
On a manifold M, we define the class Sm

ρ,δ(T ∗M) as the space of smooth functions
p ∈ C∞(T ∗M) satisfying (2.1) in local charts. Since (2.1) is locally invariant by the
action of the group of diffeomorphisms, one can check that Sm

ρ,δ(T ∗M) is intrinsically
defined on M. We will also abuse notations, and allow symbols to depend on addi-
tional mute parameters (such as h > 0), with the convention that (2.1) is satisfied
uniformly in those parameters.

On Rn, we recall that the left quantization of a symbol p ∈ Sm(T ∗Rn) is defined
by:

Op(p)u(x) = 1
(2π)n

∫
Rn

y

∫
Rn

ξ

ei⟨x−y,ξ⟩p (x, ξ)u(y)dydξ,

and the semiclassical quantization is defined by
Oph(p) := Op(p(·, h·)).

This also allows to define pseudodifferential operators on manifolds. We consider
(κi, Ui) a family of cutoff charts, namely a family of open sets such that M = ∪N

i=1Ui

and κi : Ui → κi(Ui) ⊂ Rn is a diffeomorphism. We consider a partition of unity∑N
i=1 Θi = 1 subordinate to the cover (Ui)N

i=1 and let Θ′
i be functions supported on

Ui such that Θ′
i ≡ 1 on the support of Θi. We let θi := Θi ◦ κ−1

i . Let p ∈ Sm(T ∗M).
We define:

(2.2) Oph(p) :=
N∑

i=1
κ∗

i θi Oph

((
κ−1

i

)∗
p
) (
κ−1

i

)∗
Θ′

i,

where, for (x, ξ) ∈ T ∗Rn, (κ−1
i )∗p(x, ξ) = p(κ−1

i (x), d(κ−1
i )−⊤

x (ξ)). The quantiza-
tion procedure (2.2) is highly non-canonical but one can define an intrinsic princi-
pal symbol map σh : Sm(T ∗M) → Sm(T ∗M)/hSm−1(T ∗M) such that Oph(p) −
Oph(σh(Oph(p))) ∈ hΨm−1

h (M). We refer to [DZ19a, Appendix E] for further details.
The set of semiclassical pseudodifferential operators is then given by:

Ψm
h :=

{
Oph(p) + OΨ−∞

h
(h∞)

∣∣∣ p ∈ Sm(T ∗M)
}
.

By OΨ−∞
h

(h∞), we mean that this operator has smooth Schwartz kernel defined on
M × M and that any of its derivatives (in local coordinates) is bounded by CNh

N ,
for some constant CN > 0, and for all N ⩾ 0.

In our arguments, we will have to deal with combinations of pseudo-differential
operators, both classical and semi-classical, or semi-classical with different values
of h. While this is not technically very difficult, it is a bit unusual, so we include a
small discussion.
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Lemma 2.1. — Let a, b ∈ S0(T ∗M), so that b is supported in {|ξ| > 1}. For
0 < h ⩽ h0, Oph0(a) Oph(b) is h-semi-classical, locally uniformly in h0, in the sense
that there exists a symbol c ∈ S0(T ∗M), supported in {|ξ| > 1} such that
(2.3) Oph0(a) Oph(b) = Oph(c) + O(h∞),
the remainder being smoothing with uniform estimates in h0. The symbol c may
depend on h and h0. The same holds for the product Oph(b) Oph0(a). Additionally,
c can be chosen with same support as b, and if a(·, (h0/h)·) and b have disjoint
microsupport (uniformly in h and h0) then we can choose c = 0.

We point out here that this lemma will be applied at various places with different
parameters. In particular, we will sometimes use the parameter 2−j instead of h0
or h.

Proof. — We start by observing that if we add a O(h∞)-smoothing term to Oph(b),
it does not change the result. This is also true if we add a O(h∞

0 )-smoothing term to
Oph0(a). Indeed, if R is such a term, we have for some uniform C2N > 0 independent
of h, h0:

∥ROph(b)∥H−N →HN ⩽ C2N ∥Oph(b)∥H−N →H−3N ,

where Hs denotes the standard h-independent Sobolev space. Then, since b is sup-
ported in {|ξ| > 1}, we can construct symbols bN of order −2N for N > 0 such
that

Oph(b) =
(
−h2∆

)N
Oph(bN) + OH−N →HN

(
hN
)
.

Then, using that Oph(bN) is a 0th order classical pseudodifferential operator uniformly
in h, it is uniformly bounded on H−N as h → 0, so that

∥Oph(b)∥H−N →H−3N ⩽ CNh
N .

From these observations, we deduce that we can work directly in Rn. Indeed, when
dealing with changes of chart and smooth cutoffs, the errors we have to deal with
will be of the form we have just discussed.

Another reduction that we can make is the following. We can write
Oph0(a) = Oph0(aχ+ a(1 − χ)) = Oph0(a0 + a1),

where χ is a cutoff (only depending on ξ) so that a0 is supported in |ξ| < h0/2h and
a1 in |ξ| > h0/4h. The part Oph0(a1) will contribute by a h-semi-classical operator,
since Oph0(a1) = Oph(a1(·, h0 · /h)). This can be dealt with using usual results on
compositions of such pseudors. We can thus assume that a = a0 is supported for
|ξ| < h0/2h, and it suffices to prove that the product is O(h∞)-smoothing.

Using usual formulæ for the composition of pseudo-differential operators on Rn

[Zwo12, Theorem 4.14], it suffices to prove that this is O(h∞⟨ξ⟩−∞) in symbol norm,
uniformly in h0:

c(x, ξ) = 1
(2π)n

∫
R2n

e−i⟨z,η⟩a

(
x,
h0

h
ξ + h0η

)
b(x+ z, ξ)dzdη.

When estimating its symbol norms, from the formula, we see that the derivatives in
x do not pose a problem, and the derivatives in ξ only do if they hit a0. We are left
with proving:
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IN := (h/h0)−N

∣∣∣∣∣
∫
e−i⟨z,η⟩

(
∂N

ξ a0
)(

x,
h0

h
ξ + h0η

)
b(x+ z, ξ)dzdη

∣∣∣∣∣ = O
(
h∞⟨ξ⟩−∞

)
.

Since b is supported for |ξ| > 1, and a for |ξ| < h0/2h, the domain of the integral
does not encounter η = 0. This integral is thus non-stationary in the z variable, so
we integrate by part and find for M > 0

IN = (h/h0)−N

∣∣∣∣∣
∫
e−i⟨z,η⟩

(
∂N

ξ a0
)(

x,
h0

h
ξ + h0η

)
∆M

z b(x+ z, ξ)
|η|2M

dzdη

∣∣∣∣∣
⩽ CM(h/h0)−N

∫
|ξ+hη|<1/2

|η|−2M

〈
h0ξ

h
+ h0η

〉−N

dη.

⩽ CM(h/h0)−Nh−n
0

∫
|η|<1/2

|η/h0 − ξ/h|−2M ⟨η⟩−Ndη.

⩽ CM(h/h0)−Nh−n
0 |ξ/h|−2M

⩽ CMh
N−n
0 h2M−N⟨ξ⟩−2M .

If N ⩾ n, taking M arbitrarily large yields the claimed estimate. If N < n, one also
has to use that h0 > h. In both cases, the claim is proved. □

2.2. Hölder–Zygmund spaces

The usual definition of the Hölder–Zygmund spaces is given by a description
using the Littlewood–Paley decomposition that we recall. Let ψ ∈ C∞(R) be a
smooth cutoff function such that ψ ≡ 1 on [−1, 1] and ψ ≡ 0 outside [−2, 2].
We define φ0(ξ) = ψ(|ξ|) and φj(ξ) = ψ(2−j|ξ|) − ψ(2−j+1|ξ|) = φ(2−j|ξ|), where
φ(s) = ψ(s) − ψ(2s). It is then customary to set for s ∈ R:

∥u∥Cs
∗(Rn) := sup

j ∈N
2js ∥Op(φj)u∥L∞ .

In particular, one has the equality:

u =
+∞∑
k=0

Op1(φk)u, u ∈ S ′(Rn).

For the manifold M, the Cs
∗(M)-norm is then defined via the use of charts as:

(2.4) ∥u∥Cs
∗(M) := sup

i ∈ {1, ..., N}
sup
j ∈N

2js
∥∥∥Op1(φj)κ−1

i
∗(Θ′

iu)
∥∥∥

L∞
.

For our purposes, this is not really practical. Let us introduce a set of other norms.
We consider s ∈ R and h0 > 0. Then we let ε > 0 and take Φ ∈ C∞

comp(T ∗M) a
non-negative symbol supported in {(1 + ε)−1 < |ξ| < 1 + ε}, and equal to 1 in
{(1 + ε/2)−1 < |ξ| < 1 + ε/2}. We also consider Ψ ∈ C∞

comp(T ∗M) supported in
{|ξ| < 3}, and equal to 1 in {|ξ| < 2}. We let:

∥u∥s,h0,Φ,Ψ :=
∥∥∥Oph0(Ψ)u

∥∥∥
L∞

+ sup
0 < h < h0

h−s ∥Oph(Φ)u∥L∞ .

This is related to the Cs
∗ norm:
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Lemma 2.2. — The semi-norm ∥·∥s,h0,a,b is a norm for h0 small enough, equivalent
to ∥ · ∥Cs

∗ . More precisely, for s ⩾ 0, there exists C > 0 such that for all h0 small
enough:

∥u∥s,h0,Φ,Ψ ⩽ C∥u∥Cs
∗

∥u∥Cs
∗ ⩽ C

(
h−s

0 ∥ Oph0(Ψ)u∥L∞ + sup
0 < h < h0

h−s∥ Oph(Φ)u∥L∞

)
.

We will also need

Lemma 2.3. — Let ρ < ρ′. Let b ∈ S0(T ∗M) be a 0th order symbol supported
for {|ξ| > 1/2}. Then, for all N > 0, there exists CN > 0 such that for all h > 0
small enough,

∥Oph(b)u∥Cρ
∗
⩽ CN

(
hρ′−ρ ∥Oph(b)u∥

Cρ′
∗

+ hN∥u∥C−N

)
.

On the other hand, if b is supported in {|ξ| < 2}, we have the converse estimate

∥Oph(b)u∥
Cρ′

∗
⩽ CN

(
hρ−ρ′ ∥Oph(b)u∥Cρ

∗
+ hN∥u∥C−N

)
.

In the following, we will often fix N > 0 large enough and drop the index N in
the notation of the constant CN in order not to burden notation. To prove both
lemmata, we will need this first lemma in Rn:

Lemma 2.4. — For any compact annulus around {|ξ| = 1}, there exists a constant
C > 0 such that for all a ∈ S0(T ∗Rn) supported in that annulus, for h ∈ (0, 1]:

∥ Oph(a)∥L(L∞,L∞) ⩽ C
∑

|α|⩽n+1

∥∥∥⟨ξ⟩|α|∂α
ξ a
∥∥∥

L∞
.

In particular, this lemma applies to products of the form Oph(a) Op(φj), or
Op(a) Op(φj), for a ∈ S0, since those are microsupported in annuli, and 2−j-semi-
classical according to Lemma 2.1. The proof is based on Schur’s test.

Proof. — We may assume that a is supported in {1/2 < |ξ| < 2}. We start with:

|Oph(a)u(x)| = 1
(2πh)n

∫
Rn

y

∫
Rn

ξ

e
i
h

⟨x−y,ξ⟩a(x, ξ)u(y)dydξ

≲ h−n
∫
Rn

z

∣∣∣∣∣
∫
Rn

ξ

e
i
h

⟨z,ξ⟩a(x, ξ)dξ
∣∣∣∣∣ dz∥u∥L∞

≲ h−n∥u∥L∞

(∫
|z|⩽h

+
∫

|z| > h

)

For the first integral, this is just a bound on the volume:∫
|z|⩽h

∣∣∣∣∣
∫
Rn

ξ

e
i
h

⟨z,ξ⟩a(x, ξ)dξ
∣∣∣∣∣ dz ≲ hn∥a∥L∞ .
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For the second integral, writing Dξi
:= i−1∂ξi

and |Dξ|2 := ∑n
i=1 D

2
ξi

, and using that
h2|Dξ|2(e

i
h

⟨z,ξ⟩) = |z|2e i
h

⟨z,ξ⟩, we obtain:∫
|z| > h

∣∣∣∣∣
∫
Rn

ξ

e
i
h

⟨z,ξ⟩a(x, ξ)dξ
∣∣∣∣∣ dz =

∫
|z|>h

∣∣∣∣∣
∫
Rn

ξ

|z|−2Nh2N |Dξ|2Ne
i
h

⟨z,ξ⟩a(x, ξ)dξ
∣∣∣∣∣ dz

≲
∫

|z| > h
|z|−2Nh2N

∫
Rn

ξ

∣∣∣|Dξ|2Na(x, ξ)
∣∣∣ dξdz

Note that: ∣∣∣|Dξ|2Na(x, ξ)
∣∣∣ ⩽ CN

∑
|α|⩽2N

⟨ξ⟩−|α|
∥∥∥⟨ξ⟩|α|∂α

ξ a
∥∥∥

L∞
1supp(a)(ξ).

Thus:∫
|z| > h

∣∣∣∣∣
∫
Rn

ξ

e
i
h

⟨z,ξ⟩a(x, ξ)dξ
∣∣∣∣∣ dz

⩽ CN

∑
|α|⩽ 2N

∥∥∥⟨ξ⟩|α|∂α
ξ a
∥∥∥

L∞

∫
|z|>h

|z|−2Nh2N
∫
Rn

ξ

1supp(a)(ξ)dξdz

⩽ CN

∑
|α|⩽ 2N

∥∥∥⟨ξ⟩|α|∂α
ξ a
∥∥∥

L∞

∫
|z|>h

|z|−2Nh2Ndz

⩽ CN

∑
|α|⩽ 2N

∥∥∥⟨ξ⟩|α|∂α
ξ a
∥∥∥

L∞
h2Nhn−2N

⩽ CN

∑
|α|⩽ 2N

∥∥∥⟨ξ⟩|α|∂α
ξ a
∥∥∥

L∞
hn.

This holds as long as N > n/2. Note that the constants only depend on N and the
support of a in the previous inequalities. This concludes the proof. □

We now turn to Lemma 2.2:
Proof of Lemma 2.2. — That this is a norm follows from the equivalence with the

Cs
∗ norm. We will need that h0 > 0 is small enough to absorb O(h∞

0 ) remainders.
Let us pick u ∈ Cs

∗ and consider
Oph(Φ)u =

∑
j ⩾ 0

Oph(Φ) Op(φj)u.

In this sum, the terms with 2j+1 < h−1/(1 + ε) are O(h∞) and smooth, according
to Lemma 2.1 (applied with parameters h and 2−j with h < 2−j), which gives that∑

2j+1 < h−1/(1+ε)
∥Oph(Φ) Op(φj)u∥L∞ ⩽ ChN∥u∥C−N ,

On the other hand, the terms with 2j−1 > h−1(1 + ε) are O((2−j)∞) and smooth by
the same Lemma 2.1 (but applied with the reversed parameters) which gives that

∥Oph(Φ) Op(φj)u∥L∞ ⩽ C2−jN∥u∥C−N .

From this we deduce that
∥Oph(Φ)u∥L∞ ⩽ C

∑
h/(2+2ε) < 2−j < 2h(1+ε)

∥Oph(Φ) Op(φj)u∥L∞ + ChN∥u∥C−N .
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We can now apply Lemma 2.4 to obtain for h/(2 + 2ε) < 2−j < 2h(1 + ε):

∥Oph(Φ) Op(φj)u∥L∞ ⩽ C ∥Op(φj)u∥L∞ ⩽ C2−js∥u∥Cs
∗ ⩽ Ch−s∥u∥Cs

∗ .

This implies sup0 < h < h0 h
−s∥ Oph(Φ)u∥L∞ ⩽ C∥u∥Cs

∗ , with C depending on Φ, and
uniform as h0 → 0. We now consider the low frequencies. With the same arguments
as before, we get

Oph0(Ψ)u =
∑

2j−1 < 3h−1
0

Oph0(Ψ) Op(φj)u+ hN
0 ∥u∥C−N .

We deduce that ∥∥∥Oph0(Ψ)u
∥∥∥

L∞
⩽ C∥u∥Cs

∗

∑
2j−1 < 3h−1

0

2−js ⩽ C∥u∥Cs
∗ .

This proves the first inequality of Lemma 2.2.
Let us now consider the converse estimate. We need to control Op(φj)u by the

Oph(Φ)u. For 2j−1 > h−1
0 , the same arguments as before will apply, and give a

constant C > 0 uniform in h0 such that

∥Op(φj)u∥L∞ ⩽ C sup
2−1−j < h < 21−j

∥Oph(Φ)u∥L∞ + C2−jN∥u∥C−N .

It remains to control the terms with 2j−1 ⩽ h−1
0 . For this we decompose u =

Oph0(Ψ)u + Oph0(1 − Ψ)u. Denoting the terms u0 and u1, we find that Op(φj)u1
is hN

0 ∥u∥H−N for 2j−1 ⩽ h−1
0 , so we can concentrate on u0. Now, we can use the

boundedness of Op(φj) on L∞ directly to get 2js∥ Op(φj)u0∥L∞ ⩽ C2js∥u0∥L∞ . We
deduce that

∥u∥Cs
∗ ⩽ C

∥∥∥Oph0(Ψ)u
∥∥∥

L∞
max

h02j−1 ⩽ 1
2js

︸ ︷︷ ︸
≲h−s

0

+C sup
0 < h < h0

h−s ∥Oph(Φ)u∥L∞ + ChN
0 ∥u∥C−N .

If h0 is small enough, we can absorb the last term of the right-hand side in the
left-hand side. This concludes the proof of Lemma 2.2. □

We now prove Lemma 2.3:
Proof of Lemma 2.3. — Since the proofs are quite similar, let us concentrate on

the case that b is supported in {|ξ| < 2}. Using Lemma 2.1 (applied with parameters
2−j and h, with 2−j < h), we have for j sufficiently large enough (so that 2j+1 > 2/h)
that ∥ Op(φj) Oph(b)u∥L∞ ⩽ CN2−jN∥u∥C−N

∗
. Hence:

2jρ′ ∥Op(φj) Oph(b)u∥L∞ ⩽ CN2j(ρ′−N)∥u∥C−N
∗

⩽ CNh
N−ρ′∥u∥C−N

∗
.

For the remaining j’s (so that 2j+1 ⩽ 2/h), we have:

2jρ′ ∥Op(φj) Oph(b)u∥L∞ ⩽ 2j(ρ′−ρ) 2jρ ∥Op(φj) Oph(b)u∥L∞︸ ︷︷ ︸
≲∥u∥

C
ρ
∗

⩽ Chρ−ρ′∥u∥Cρ
∗ .

This proves the claim. □

It will be convenient to observe that:
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Lemma 2.5. — Let b ∈ S0(T ∗M) be a 0th order symbol, supported in {|ξ| > 1}.
Then for s > 0, there is a constant C > 0 such that for all h small enough, for all
u ∈ Cs

∗ :
∥ Oph(b)u∥L∞ ⩽ Chs∥u∥Cs

∗ .

Proof of Lemma 2.5. — The proof follows the lines of the start of the proof of
Lemma 2.2. We leave the details to the reader. □

We close this section with

Theorem 2.6 (Calderon–Vaillancourt theorem). — For each s ∈ R, there exists
a constant C > 0 such that for all a ∈ S0(T ∗M), for all h > 0:

∥ Oph(a)∥L(Cs
∗ ,Cs

∗) ⩽ C
∑

|α|⩽n+1

∥∥∥⟨ξ⟩α∂α
ξ a
∥∥∥

L∞
.

Here, the term on the right-hand side is non-canonical and depends on the choice
of cutoff charts to define Oph, namely∥∥∥⟨ξ⟩α∂α

ξ a
∥∥∥

L∞
= sup

i ∈ {1, ..., N}

∥∥∥⟨ξ⟩α∂α
ξ κ

−1
i

∗
a
∥∥∥

L∞(T ∗φi(Ui))
.

It is worthwhile to observe that the term on the right-hand side is invariant by
scaling by h, namely the quantity

sup
i ∈ {1, ..., N}

∥∥∥⟨ξ⟩α∂α
ξ κ

−1
i

∗
a
∥∥∥

L∞(T ∗φi(Ui))

is uniformly bounded (with respect to h > 0) if one replaces a by a(·, h·).
Proof. — By construction of the semiclassical quantization (2.2), this boils down

to proving the statement in Rn. The proof is almost the same for different values of
s, so we deal with the case s = 0. Let us compute:

∥Oph(a)u∥C0
∗

= sup
j ∈N

∥Op(φj) Oph(a)u∥L∞

⩽ sup
j ∈N

+∞∑
k=0

∥∥∥Op(φj) Oph(a) Op(φk) (uk−1 + uk + uk+1)
∥∥∥

L∞

where uk := Op(φk)u. We split the sum above in |k − j| ⩽ 1 and |k − j| > 1. By
Lemma 2.4, we have:

+∞∑
|k−j|⩽ 1

∥∥∥Op(φj) Oph(a) Op(φk) (uk−1 + uk + uk+1)
∥∥∥

L∞

⩽ C
∑

|α|⩽n+1

∥∥∥⟨ξ⟩α∂α
ξ a
∥∥∥

L∞
∥u∥C0

∗
.

Then, we claim that for all N ⩾ 0, there exists a constant CN > 0 (independent of
j and k but depending on a) such that for all |j − k| ⩾ 1:

(2.5) ∥Op(φj) Oph(a) Op(φk)∥L(L∞,L∞) ⩽ CN2−N max(j,k).
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This follows actually from Lemma 2.1 (applied with parameters h and 2− max(j,k)).
As a consequence, for any N > 0:

+∞∑
|k−j|>1

∥∥∥Op(φj) Oph(a) Op(φk) (uk−1 + uk + uk+1)
∥∥∥

L∞
⩽

+∞∑
|k−j| > 1

CN2−N max(j,k)∥u∥C0
∗

⩽ CN∥u∥C0
∗

□

3. Radial estimates

This section is devoted to the proof of Theorem 1.3. After some remarks, the proof
will be divided into a semi-classical estimate, the core of the proof, and a regularity
bootstrap to conclude.

3.1. Standard propagation of singularities

Radial estimates are a refinement of the more elementary propagation of singular-
ities. It is customary to present such estimates in the framework of Sobolev spaces.
The reasons for this are twofold. First, the scheme of proof proposed by Duistermaat–
Hörmander [DH72], using a positive commutator and Gårding estimate can only
work on spaces based on L2. The other available scheme of proofs relies on using the
propagator. It is more versatile, provided the propagator is bounded. As we recalled
before, the only interesting class of operators whose propagators are known to be
bounded on spaces more general than L2 are exactly vector fields and potentials.

Propagation of singularities for flows is actually quite simple. We give a proof as
a warmup for the following discussion. If X is a vector field, (φt)t ∈R the associated
flow, we denote by (Φt)t ∈R the symplectic lift of the flow to T ∗M. Recall that
Φt(·) = (φt(·), dφ−⊤

t (·)), where −⊤ stands for the inverse transpose. We let E → M
be a Hermitian vector bundle and X be a Lie derivative on E as in (1.3). The following
standard propagation of singularities holds for any Lie derivative X, independently
of the hyperbolic nature (or not) of X.

Proposition 3.1. — Let A,B,D ∈ Ψ0(M, E) with diagonal principal symbol(3)

and T > 0 be such that D is elliptic on ΦT (WF(A)) and B is elliptic on Φt(WF(A))
for all t ∈ [0, T ]. Then for each s ∈ R, there exists a constant C > 0 such that

∥Au∥Cs
∗ ⩽ C

(
∥BXu∥Cs

∗ + ∥Du∥Cs
∗ + ∥u∥C−N

∗

)
.

Proof. — We observe that

Au =
∫ T

0
Ae−tXdtXu+ Ae−T Xu.

We can use Egorov’s theorem to observe that Ae−tX = e−tXAt, where At ∈ Ψ0(M, E)
satisfies

WF(At) ⊂ Φt(WF(A)).
(3) By this, it is understood that the principal symbol is a scalar symbol in S0(T ∗M) times the
fiberwise identity of the vector bundle E .
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Hence, using that e−tX is bounded on Cs
∗ for s ∈ R, we get:

∥Au∥Cs
∗ ⩽ CT

(∫ T

0
∥AtXu∥Cs

∗dt+ ∥ATu∥Cs
∗

)
,

for some constant CT > 0. Then, we use an elliptic parametrix to control At by B
(that is At = A′

tB + OΨ−∞(1) for some A′
t of order 0), and AT by D. Finally, we use

the boundedness of Ψ0(M, E) pseudors (by Theorem 2.6) to conclude. □

3.2. A semi-classical version of the source estimate

We turn now to the heart of the article and assume that X is Anosov in the sense
of (1.1). We have the following semiclassical analogue of Theorem 1.3:

Theorem 3.2. — Let Ah0 be an h0-semiclassical pseudodifferential operator of
order 0, microsupported in a small enough neighbourhood of E∗

s ∩ ∂T ∗M. There
exists Bh0 , a h0-semiclassical pseudodifferential operator of order 0, elliptic on the
wavefront set of Ah0 , such that following holds. For ρ > ω(X), and N > 0, there
exists C > 0 such that for u ∈ C∞(M, E), and h0 small enough:

(3.1) ∥Ah0u∥Cρ
∗ ⩽ C∥Bh0Xu∥Cρ

∗ + ChN
0 ∥u∥C−N

∗
.

Moreover, if u is a distribution such that Ah0u ∈ Cρ
∗ , and Bh0Xu ∈ Cρ

∗ , then the
previous equality still holds.

The fact that (3.1) extends to distributions is a straightforward consequence of
the density of C∞ in distributions. The statement of Theorem 1.3 is stronger as it
shows that if the right-hand side exists, then so does the left-hand side. We will not
prove this “bootstrap” statement in the semiclassical setting but only in the classical
setting, and we leave it as an exercise for the reader. This semiclassical version of
the source estimate will eventually allow us to prove the full classical statement in
the introduction, namely Theorem 1.3.

Our argument could probably be adapted to deal with the case of a negative
threshold. However, this would complicate a bit the proof, and in practical situations
we have encountered, the threshold is always non-negative. We also believe that this
could be generalized to the case where the bundle E is infinite-dimensional: this could
lead to stronger regularity statements in the Livšic cocycle theory, as one could take
Lie groups G with infinite-dimensional Lie algebra such as Diff(M) for instance.

Proof of Theorem 3.2. — We prove Theorem 3.2 in two steps: 1) for smooth
functions with a certain threshold condition; 2) we then relate this threshold condition
with the ω(X) defined in (1.4). Also note the following straightforward reduction: if
the estimate holds for elliptic pseudodifferential operators Ah0 ’s, then it surely holds
for all Ah0 ’s. We can therefore assume Ah0 is elliptic and microlocally equal to the
identity in a neighbourhood of E∗

s ∩ ∂T ∗M.
Step 1. — We start by establishing the estimate for u ∈ C∞(M, E). The fact

that u is a section of a bundle will only appear at a later stage (when estimating
L∞-norms of some pseudodifferential operators). As a consequence, we can forget
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about the twist by E for the moment. All the operators are assumed to have diagonal
principal symbol.

Up to loosing a h∞
0 -smoothing remainder, we can always assume that Ah0 :=

Oph0(ã), where
ã(x, ξ) = a(x, ξ)χ(|ξ|),

where χ ∈ C∞(R) is equal to 1 on [5,+∞[, and vanishes on ] − ∞, 4]. Using some
elliptic estimate, we can also assume that a(x, ξ) is 0-homogeneous. In any case,
a ≡ 1 near E∗

s ∩∂T ∗M, because Ah0 is microlocally the identity there. We denote by
C1 ⊂ C0 the two conic neighbourhoods of E∗

s ∩∂T ∗M given by C0 := {a ̸= 0, |ξ| > 4}
and C1 := {a = 1, |ξ| > 10}.

For the pseudor B, we proceed as follows. We pick b′ equal to 1 on
C ′

0 := ∪t > 0Φ−t(C0),
and supported in a conical neighbourhood thereof. (Here Φt := (φt, dφ−⊤

t (·)) is the
symplectic lift of φt.) Next, we choose b also with conical support, and equal to 1 on
the support of b′. Then, we define Bh0 = Oph0(b), and B′

h = Oph(b′). (Since E∗
s is a

source, C ′
0 is a small conical neighbourhood of E∗

s ∩ ∂T ∗M).
Next, with Φ being the function that appeared in the dyadic decomposition, we

observe that for 0 < h < h0,
(3.2) Oph(Φ)Ah0 = Oph(a′)︸ ︷︷ ︸

:=A′
h

+OΨ−∞
h

(h∞),

with a′ supported in C0 ∩ {1/2 < |ξ| < 2}, by Lemma 2.1. We denote A′
h := Oph(a′).

As Ah0 has no wavefront set for ξ near 0, we know by Lemma 2.2 that there exists
C > 0 (independent of h0) such that:

∥Ah0u∥Cρ
∗
⩽ C

(
h−ρ

0

∥∥∥Oph0(Ψ)Ah0u
∥∥∥

L∞
+ sup

0 < h < h0

h−ρ ∥Oph(Φ)Ah0u∥L∞

)
We use the fact that Oph0(Ψ) and Ah0 have distinct microsupport (and Lemma 2.1)
to deduce that for any N > 0, there exists C > 0 such that

(3.3) ∥Ah0u∥Cρ
∗
⩽ C

(
hN

0 ∥u∥C−N + sup
0 < h < h0

h−ρ ∥Oph(Φ)Ah0u∥L∞

)
.

Taking h0 > 0 small enough and using (3.2), we can replace Oph(Φ)Ah0 by A′
h in

the right-hand side of (3.3) (the error term is O(h∞
0 ) and can be absorbed in the

∥u∥C−N term). We have reduced the problem to estimating ∥A′
hu∥L∞ .

After this reduction, we consider the formula for T > 0

(3.4) A′
h = A′

he
−T X +

∫ T

0
A′

he
−tXX.

We deal first the “transport part” of the right-hand side. For 0 ⩽ t ⩽ T :

A′
he

−tX = A′
he

−tXB′
h + OΨ−∞

h

((
heλt

)∞)
.

This is a mere consequence of Egorov’s theorem (more precisely: of the propagation
of singularities by the operator e−tX), and the choices we have made on the support
of b. (For a discussion of Egorov’s theorem, see the appendix of [DS99, Chapter 11]).
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We insist on the fact that the constant T > 0 will be chosen large enough in the end
and independent of h (as a consequence, we do not even need to propagate up to
Ehrenfest time); then h will be chosen small enough. By OΨ−∞

h
((heλt)∞), we mean

that this operator is smoothing (its kernel Kh(t) is a smooth function on M × M)
and that for any N ⩾ 0, one has ∥Kh(t)∥CN (M×M) ⩽ hNeλNt, for all h > 0 small
enough and 0 ⩽ t ⩽ T .

Fixing an arbitrary N ≫ 1, we deduce that for T > 0, using (3.4):∥∥∥∥∥A′
h

∫ T

0
e−tXXu dt

∥∥∥∥∥
L∞

≲ ∥B′
hXu∥L∞

∫ T

0

∥∥∥e−tX
∥∥∥

L∞ → L∞
dt+

(
heλT

)N
∥u∥C−N

≲ eλT ∥B′
hXu∥L∞ +

(
heλT

)N
∥u∥C−N .

(Let us also insist on the fact that ≲ refers to universal constants which are neither
dependent on h nor on T . Also, λ might be different from one line to another.) Since
ρ > 0 and B′

h is microsupported in a region where Bh0 is microlocally the identity,
we can use Lemma 2.1 to see that

B′
h = B′

hBh0 + OΨ−∞
h

(h∞) ,

and then apply Lemma 2.5 to B′
h, to find

∥B′
hXu∥L∞ ≲ hρ ∥Bh0Xu∥Cρ

∗
+ hN∥u∥C−N

∗
.

From the arguments above, and using (3.4), we obtain:

(3.5) ∥A′
hu∥L∞ ≲ eλThρ ∥Bh0Xu∥Cρ

∗
+
∥∥∥A′

he
−T Xu

∥∥∥
L∞

+
(
heλT

)N
∥u∥C−N

∗
.

The proof will thus be complete if we find T > 0 large enough so that

(3.6) sup
0 < h < h0

h−ρ
∥∥∥A′

he
−T Xu

∥∥∥
L∞

⩽
1

1994 ∥Ah0u∥Cρ
∗

+ CTh
N
0 ∥u∥C−N

∗
,

for some constant CT > 0. Indeed, if this is the case, then dividing by hρ in (3.5)
and taking the sup0 < h < h0 , we will obtain using (3.3) that:

∥Ah0u∥Cρ
∗
⩽ CT ∥Bh0Xu∥Cρ

∗
+ 1

1994∥Ah0u∥Cρ
∗ + CTh

N
0 ∥u∥C−N

∗
,

where CT >0 might be different from one line to another. Then, the term 1
1994∥Ah0u∥Cρ

∗
can be put in the left-hand side and this completes the proof.

Let us turn to the proof of (3.6). Since E∗
s is a source, there exists T0 > 0 such

that for T > T0, Φ−T (C0) ⊂ (C1)◦ and thus in particular:

A′
he

−T X = A′
he

−T XAh0 + OΨ−∞
h

((
heλT

)∞)
.

We will need to improve this formula. For x ∈ M, let C0(x) = C0 ∩T ∗
x M (recall that

C0 is essentially the set of points where a ̸= 0). By Egorov’s theorem, we know that
(using the notation −⊤ for the inverse transpose):
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WFh

(
eT XA′

he
−T X

)
⊂ Φ−T (WFh(A′

h))

⊂
{
(x, ξ)

∣∣∣ (y, η) :=
(
φT (x), dxφ

−⊤
T ξ

)
∈ C0(φT (x)), 1/2 < |η| < 2

}
⊂
{
(x, ξ)

∣∣∣ (y, η) :=
(
φT (x), dxφ

−⊤
T ξ

)
∈ C0(φT (x)), 1/2 < |η|

}
⊂

(x, ξ) ∈ C1

∣∣∣∣∣∣ 2|ξ| > inf
η ∈ C0(φT (x))

∣∣∣dxφ
⊤
T η
∣∣∣

|η|

 ,
as long as T is large enough. We define

ΛC0(x, t) := sup
η ∈ C0(φT (x))

|η|
|(dxφT )⊤η|

.

Observe that equivalently

ΛC0(x, t)−1 = inf
η ∈ C0(φT (x))

∣∣∣dxφ
⊤
T η
∣∣∣

|η|
,

and this increases exponentially in time. Let
pT (x, ξ) := a(x, ξ)χ (2|ξ|ΛC0(x, t)) ,

where χ ∈ C∞(R) is a cutoff function such that χ ≡ 1 for |x| > 1 and χ ≡ 0
for |x| < 1/2. By construction, this is equal to 1 for (x, ξ) ∈ T ∗M such that
(x, ξ) ∈ C1 and 2|ξ| > ΛC0(x, t)−1 (and supported in (x, ξ) ∈ C1 and 4|ξ| > ΛC0(x, t)−1).
Note that, by construction, pT is microlocally the identity on the wavefront set of
eT XA′

he
−T X.

Moreover, from the homogeneous structure of the symbol pT , we observe in any
local patch of coordinates U ⊂ Rn, for all α ∈ Nn, for all (x, ξ) ∈ T ∗U and T ⩾ 0,

sup
(x,ξ) ∈ T ∗U

∣∣∣⟨ξ⟩|α|∂α
ξ pT (x, ξ)

∣∣∣ < Cα,

where Cα is independent of T . (On the other hand, the derivatives in x increase
exponentially in size with time). Using Egorov’s theorem again, with P T

h := Oph(pT ),
we find that:
(3.7) A′

he
−T X = A′

he
−T XP T

h Ah0 + OT,Ψ−∞
h

(h∞),

where the remainder depends on T . Let us introduce a bit of notation. We will
use crucially that e−T X acts in a local fashion. More precisely, the propagator is a
pointwise (in x ∈ M) linear map

e−T X(x) ∈ Hom
(
Eφ−t(x), Ex

)
,

and thus we can consider its norm
M(T, x) := sup

u ∈ Eφ−t(x),∥u∥=1

∥∥∥e−T Xu
∥∥∥

Ex
.

We now claim that the following holds:
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Lemma 3.3. — Let ρ > 0, and assume that:

K := lim
T → +∞

1
T

sup
x ∈ M

log (M(T, x) × ΛC0(ϕ−T (x), T )ρ) < 0.

Then for any ε > 0, there exists T0 ⩾ 0 such that for all T > T0,∥∥∥e−T XP T
h u
∥∥∥

L∞
< εhρ∥u∥Cρ

∗

Let us assume that Lemma 3.3 holds. Then using (3.7) in the first line, and in
the second line the fact that A′

h : L∞ → L∞ is bounded independently of h > 0,
according to Lemma 2.4 and (3.2), we get:∥∥∥A′

he
−T Xu

∥∥∥
L∞

⩽
∥∥∥A′

he
−T XP T

h Ah0u
∥∥∥

L∞
+ hNCT ∥u∥C−N

∗

⩽ C
∥∥∥e−T XP T

h Ah0u
∥∥∥

L∞
+ hNCT ∥u∥C−N

∗

⩽ Cεhρ ∥Ah0u∥Cρ
∗

+ hNCT ∥u∥C−N
∗

Taking ε = 1/(C × 1994) and T larger than the corresponding T0 ⩾ 0, we obtain the
desired estimate (3.6).

Proof of Lemma 3.3. — Since the flow acts pointwise, we will concentrate on
finding pointwise estimates for P T

h u(x). By construction, P T
h = Oph(pT ) and the

quantization is defined in (2.2). Hence, in order to estimate |P T
h u(x)| up to a fixed

multiplicative constant, it suffices to find pointwise estimates on
P T

U u := Oph(κ∗pT ) (κ∗(Θu)) ,
where U is one of the Ui’s in (2.2) (and Θ = Θi, κ = κi). Since we are working
with the left quantization, this is particularly simple. Indeed, for f supported in the
interior of U ′ := κ(U)

P T
U f(x) =

∫
Rn
ei⟨x,ξ⟩ [κ∗pT ] (x, hξ)f̂(ξ)dξ.

By construction, (κ)∗pT is only supported for |ξ| > 1/(4ΛC0(x, t)), so that if f =∑
j ⩾ 0 fj is the Littlewood–Paley decomposition of § 2.2, where each fj := Op(φj)f

has its Fourier transform supported in {2j−1 ⩽ |ξ| ⩽ 2j+1}, we have:

P T
U f =

∑
j+1⩾ |log 4hΛC(x,t)|/ log 2

P T
U fj.

However, by Lemma 2.4∣∣∣P T
U fj(x)

∣∣∣ ≲(
sup

|α|⩽n+1
sup

(x,ξ) ∈ T ∗U ′

∣∣∣⟨ξ⟩|α|∂α
ξ pT (x, ξ)

∣∣∣) (∥fj−1∥L∞ + ∥fj∥L∞ + ∥fj+1∥L∞) .

Since we have chosen pT homogeneous of degree 0, these derivatives are actually con-
trolled independently of T , namely we obtain for some constant C > 0 independent
of T : ∣∣∣P T

U f(x)
∣∣∣ ≲ ∑

j+2⩾|log 4hΛC(x,t)|/ log 2
∥fj∥L∞ .
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By definition of the Cρ
∗ norm (see (2.4)), it follows that:∣∣∣P T

U f(x)
∣∣∣ ≲ |hΛC0(x, t)|ρ

∑
j ⩾ 0

2−jρ

 ∥f∥Cρ
∗ ≲ hρ|ΛC0(x, t)|ρ∥f∥Cρ

∗ .

(We see that the assumption ρ > 0 is necessary here.) Gathering our estimates, we
find: ∥∥∥e−T XP T

h u
∥∥∥

L∞
≲ hρ∥u∥Cρ

∗ sup
x ∈ M

(M(T, x) × ΛC0(φ−T (x), T )ρ) .

It follows from the assumption on ρ that for any δ > 0, there exists a constant C > 0
such that for T > 0

sup
x ∈ M

M(T, x) × ΛC0(φ−T (x), T )ρ ⩽ eC−(K−δ)T .

Taking T0 > 0 large enough and T > T0 we find that the desired estimate is
satisfied. □

Step 2. — We now relate this condition with the threshold. First of all, observe
that

(3.8) 1
C

∥dxφ−T |Eu∥ ⩽ |ΛC0 (φ−T (x), T )|

= sup
ξ ∈ C0(x)

|ξ|∣∣∣∣(dφ−T (x)φT

)⊤
ξ
∣∣∣∣ ⩽ C ∥dxφ−T |Eu∥ .

Indeed, for (x, ξ) ∈ C0, we can decompose ξ = ξs + ξu0, with ξs ∈ E∗
s , and ξu0 ∈

E∗
0 ⊕E∗

u. Since C0 is a small cone around E∗
s , we have |ξu0| < |ξs|/2. Next, we observe

that for T > 0 large enough (but uniformly in x), writing:
dφ−T (y)φ

⊤
T ξ = dφ−T (y)φ

⊤
T ξs + dφ−T (y)φ

⊤
T ξu0,

we see that the second term in bounded in norm by:∣∣∣dφ−T (x)φ
⊤
T ξu0

∣∣∣ ⩽ C|ξs| ⩽ 1/2 ×
∣∣∣dφ−T (x)φ

⊤
T ξs

∣∣∣ ,
as the last quantity increases exponentially fast. Hence, there exists C > 0 such that

sup
ξ ∈ E∗

s (x)

|ξ|∣∣∣∣(dφ−T (x)φT

)⊤
ξ

∣∣∣∣ ⩽ sup
ξ ∈ C0(x)

|ξ|∣∣∣∣(dφ−T (x)φT

)⊤
ξ

∣∣∣∣ ⩽ C sup
ξ ∈ E∗

s (x)

|ξ|∣∣∣∣(dφ−T (x)φT

)⊤
ξ

∣∣∣∣ .
To prove (3.8), it remains to observe that

sup
η ∈ E∗

s (φ−T (x))

∣∣∣dφ−T (x)φ
−⊤
T η

∣∣∣
|η|

= sup
η ∈ E∗

s (φ−T (x))
|η|=1

sup
Z ∈ Eu(x)

|Z|=1

〈
dφ−T (x)φ

−⊤
T η, Z

〉
= sup

Z ∈ Eu(x)

|dxφ−T (Z)|
|Z|

.

We turn now to the variational interpretations of the quantities above. We intro-
duce:

K ′ := sup
x ∈ M

lim
T → +∞

1
T

log (M(T, x) × ∥dxϕ−T |Eu∥ρ) ⩽ K < 0,
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and we want to invert the limit with the sup and show that K ′ = K actually.
Denoting w(T, x) := log(M(T, x)∥(dxφ−T )|Eu∥ρ), we observe that w is subadditive,
in the sense that for all x ∈ M and T1, T2 ⩾ 0:

w(T1 + T2, x) ⩽ w(T1, x) + w (T2, φT1(x)) .

It therefore satisfies the assumption of Lemma A.1 and thus K ′ = K. We then set:

ω(X) := inf
{
ρ > 0

∣∣∣∣∣ sup
x ∈ M

lim
T → +∞

1
T

log (M(T, x) × ∥dxϕ−T |Eu∥ρ) < 0
}
,

so that any ρ > ω(X) satisfies K < 0 (and thus Lemma 3.3 is satisfied). □

3.3. The regularity bootstrap

We can now complete the proof of Theorem 1.3.
Proof of Theorem 1.3. — When u is smooth, Theorem 1.3 is a straightforward

consequence of Theorem 3.2. The only non-trivial statement in Theorem 1.3 is
therefore the bootstrap statement, asserting that the source estimate still holds for
u such that Au ∈ Cρ0

∗ and BXu ∈ Cρ
∗ , with ω(X) < ρ0 < ρ.

We let uh := Oph(Ψ)u where Ψ ∈ C∞
comp(T ∗M) is supported in {|ξ| ⩽ 3}, constant

equal to 1 on {|ξ| ⩽ 2}, and so that uh →h→0 u in Cρ0
∗ and each uh is smooth.

Applying the estimate (3.1) of Theorem 3.2 with h0 ≃ 1, we have:

∥A1uh∥Cρ
∗ ⩽ C∥B1Xuh∥Cρ

∗ + C∥uh∥C−N
∗
,

where A1 and B1 are 0-homogeneous and chosen to have smaller support than A and
B (and without loss of generality, we assume that A and B are microlocally equal
to 1 on the wavefront set of A1 and B1). We write

Xuh = X Oph(Ψ)u = Oph(Ψ)Xu+ [X,Oph(Ψ)]︸ ︷︷ ︸
∈Ψ0

h

u.

First of all, we claim that under the assumption that BXu ∈ Cρ
∗ , we have

∥B1 Oph(Ψ)Xu∥Cρ
∗
⩽ C∥BXu∥Cρ

∗ + C∥u∥C−N ,

for some C > 0 independent of h. Indeed, this follows from:

B1 Oph(Ψ)Xu = B1 Oph(Ψ)BXu+B1 Oph(Ψ)(1 −B)Xu,

It suffices to observe that B1 and 1 − B have disjoint microsupport, and use the
uniform boundedness on Cρ

∗ of B1 Oph(Ψ) as h → 0 (by Theorem 2.6).
Now, we observe that

Rh := B1 [X,Oph(Ψ)] ∈ Ψ0
h(M)

is h-semi-classical, with WFh(Rh) ⊂ {1/2 < |ξ| < 1}. According to Lemma 2.1,
WFh(Rh) is contained in WF(B1), which is itself contained in a small conical neigh-
bourhood of E∗

s . We can thus apply Theorem 3.2 with h0 = h, and Ah = Rh.
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We obtain the existence of B̃h (which can be chosen with semiclassical microsupport
contained inside the classical wavefront set of B) such that:

∥Rhu∥C
ρ0
∗

⩽ C
∥∥∥B̃hXu

∥∥∥
C

ρ0
∗

+ ChN∥u∥C−N
∗
,

As Rh is compactly microsupported, we can use the second case of Lemma 2.3 to
compare Cρ

∗ and Cρ0
∗ -norms. We deduce that (the integer N might be different from

one line to another as some hρ might be absorbed in it):

∥Rhu∥Cρ
∗ ≲ hρ0−ρ∥Rhu∥C

ρ0
∗

+ hN∥u∥C−N ≲ hρ0−ρ
∥∥∥B̃hXu

∥∥∥
C

ρ0
∗

+ hN∥u∥C−N
∗
.

Now, we observe that applying now the first case of Lemma 2.3 (since B̃h is not
microsupported at 0), we have:∥∥∥B̃hXu

∥∥∥
C

ρ0
∗

≲ hρ−ρ0
∥∥∥B̃hXu

∥∥∥
Cρ

∗
+ hN∥u∥C−N

∗
,

and thus: ∥Rhu∥Cρ
∗ ≲ ∥BXu∥Cρ

∗ + ∥u∥C−N ∗. Combining all the estimates, we find
that there exists a h-independent constant C > 0 such that:

(3.9) ∥A1uh∥Cρ
∗
⩽ C

(
∥BXu∥Cρ

∗ + ∥u∥C−N
∗

)
.

Observe that A1uh → A1u in the sense of distributions. Since Cρ
∗ satisfies the Fatou

property [RS96, Proposition 2, p. 15], it implies that A1u ∈ Cρ
∗ and

∥A1u∥Cρ
∗ ⩽ C

(
∥BXu∥Cρ

∗ + ∥u∥C−N
∗

)
,

for some possibly different constant C > 0. Finally, in order to obtain an estimate
on Au instead of A1u (where A has slightly larger wavefront set than A1), it suffices
to use standard propagation of singularities. □

3.4. Regularity of solutions to cohomological equations

Here we prove the main Theorem 1.4.
Proof of Theorem 1.4. — From the elliptic considerations already mentioned in

the introduction, we know that WF(u) ⊂ E∗
u ⊕ E∗

s . Next, since ρ > ω+(X), we can
use Theorem 1.3 to deduce that for any s > 0, and a pseudo-differential operator
of order 0 microsupported near E∗

s , Au is in Cs
∗ . In particular, Au ∈ C∞. Choosing

A to be elliptic near E∗
s , we deduce that E∗

s ∩ WF(u) = ∅. The same argument
applied with E∗

u in reversed time (which is allowed since ρ > ω−(X)) implies that
E∗

u ∩ WF(u) = ∅.
Now, we assume that there exists (x, ξ) ∈ WF(u). Using Proposition 3.1, we

deduce that {Φt(x, ξ) | t ∈ R} ⊂ WF(u). However, in E∗
u ⊕ E∗

s , the dynamics of Φt

is quite simple to describe: if ξ ̸= 0, either Φt(x, ξ) → E∗
u ∩ ∂T ∗M as t → +∞, or

Φt(x, ξ) → E∗
s ∩ ∂T ∗M as t → −∞. Since the wavefront set is closed and does not

intersect E∗
s ∪E∗

u, we deduce that there can be no such point (x, ξ). Since WF(u) = ∅,
u is smooth. □
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4. Regularity in hyperbolic dynamics

4.1. Livšic theory

We denote by G the set of periodic orbits of the flow. The X-ray transform operator
I appears in several geometric and dynamical problems: it consists in integrating
functions along periodic orbits:

(4.1) I : Cα(M) → ℓ∞(G), G ∋ γ 7→ If(γ) := 1
ℓ(γ)

∫ ℓ(γ)

0
f(φt(x))dt,

where x ∈ γ is arbitrary. The kernel of the X-ray transform on Cα(M) was first
characterized by Livšic [Liv72]:

Theorem 4.1 ([Liv72]). — Let X be a transitive Anosov vector field. Let f ∈
Cα(M) be a function such that If = 0. Then, there exists u ∈ Cα(M) such that
f = Xu. Moreover, u is unique modulo an additive constant.

We call coboundaries the functions of the form Xu, and we call cohomological
equation an equality of the form f = Xu. It is also natural to deal with other regu-
larities, namely if f ∈ C∞(M), then one expects that u ∈ C∞(M). This was proved
by de la Llave–Marco–Moriyón [LMM86] but the proof uses more sophisticated tools
than [Liv72]; it relies on the Journé Lemma [Jou86].

Theorem 4.2 ([LMM86]). — Assume X is transitive. For k ∈ {1, 2, . . . , +∞},
let f ∈ Ck(M) be a function such that If = 0. Then, there exists u ∈ Ck(M) such
that f = Xu.

We are studying flows here, but it may worthwhile to consider that similar problems
and results can be formulated in the case of Anosov diffeomorphisms F : M → M
(see [KH95]).

The Livšic’s theorem can be extended in several directions. Notably:
• If If ⩾ 0 and f ∈ Cα(M), one can decompose f as f = Xu + h for some
h ⩾ 0. This result of [LT05] comes with a control ∥h∥Cβ ⩽ C∥f∥Cβ with
0 < β < α.

• if If = O(ε) and f ∈ Cα(M), one can decompose f as f = Xu + h, with
again a control of the form ∥h∥Cβ ⩽ Cεγ, for some γ > 0 and 0 < β < α.
This is a recent result of [GL21].

In both cases, the statement is only available with values of β strictly smaller than
both 1 and α. The question of obtaining the control with β = α, even for small α,
is open.

One can also consider a more general setting involving (trivial) principal bundles.
Let G be a Lie group and let C be a smooth cocycle, namely a map C : M ×R → G
such that

C(x, t+ s) = C(φt(x), s)C(x, t)
We say that C satisfies the periodic orbit obstruction if for every periodic point
x ∈ M (of period T ), one has C(x, T ) = eG. Livšic [Liv72] characterized such
cocycles (when the bundle is trivial) in Hölder regularity:
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Theorem 4.3 ([Liv72]). — AssumeX is transitive,G is compact, C : M×R → G
is a α-Hölder continuous cocycle satisfying the periodic orbit obstruction. Then,
there exists a α-Hölder continuous map u : M → G such that for all x ∈ M, t ∈ R :
C(x, t) = u(φt(x))u(x)−1. Moreover, u is unique modulo multiplication by a constant
element g0 ∈ G.

Once again, proving the smooth regularity of u when C is smooth is a more difficult
problem. This was solved by [NT98, Theorem 2.4]:

Theorem 4.4 ([NT98]). — Assume that G is a closed subgroup in a finite-
dimensional Lie group, C : M × R → G is a smooth cocycle such that there
exists a α-Hölder (for some α > 0) u : M → G such that for all x ∈ M, t ∈ R :
C(x, t) = u(φt(x))u(x)−1. Then u is smooth.

The transitivity assumption is not needed and G need not be compact here. Note
that the trivial vector bundle M × C can be interpreted in the framework of the
previous Livšic cocycle theorem by introducing the cocycle

C(x, t) := exp
(∫ t

0
f(φs(x))ds

)
.

Then, If = 0 if and only if C satisfies the periodic orbit obstruction in the Lie
Group (R+

∗ ,×). One can extend the definition of a cocycle to include the case of the
parallel transport map induced by a (complex) vector bundle (of rank r) endowed
with a connection (E ,∇) over M.

4.2. Regularity of cohomological equations via source estimates

We now explain how the previous regularity results can be retrieved from Theo-
rem 1.3. We start with a statement we did not find in the literature:

Theorem 4.5. — Let ∇E be a unitary connection on a vector bundle E → M.
Then ω(∇E

X) = 0. In particular, if f ∈ C∞(M), u ∈ Cα(M) for some α > 0 and
∇E

Xu = f , then u ∈ C∞(M).

Theorem 4.5 has important consequences as we shall see. It is also reinvested in
subsequent papers, see [CLa, CLb].

Remark 4.6. — Note that the fact that ∇E
X is unitary is actually not necessary,

but in the non-unitary case the exponent ω(∇E
X) might be strictly positive and then

α has to be taken large enough in order to enforce the threshold condition (1.4).

Proof. — The fact that ω(∇E
X) = 0 is a straightforward consequence of the defini-

tion of the threshold (1.4) and the fact that the propagator ∥et∇E
X ∥L(L∞,L∞) = 1 is

bounded, independently of t ∈ R since the connection is unitary. Now it suffices to
apply Theorem 1.4. □

We conclude with the proof of the general smooth Livšic cocycle theorem for
transparent cocycles with values in a finite-dimensional Lie group G (G needs not
be compact). We retrieve [NT98, Theorem 2.4]:
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Theorem 4.7. — Let G be a finite-dimensional Lie group. Let C : M × R → G
be a smooth cocycle such that there exists u ∈ Cα(M, G) (for some α > 0) such
that C(x, t) = u(φt(x))u(x)−1, for all x ∈ M, t ∈ R. Then u is smooth.

Remark 4.8. — It is very likely that the infinite-dimensional case (e.g. cocycles
with values in the group of diffeomorphisms) could also be treated with our methods
by deriving source estimates with values in vector bundles whose fibers are Banach
or Hilbert spaces. As a starting point, this would require to study pseudodifferen-
tial operators acting on infinite-dimensional vector spaces. This is left to future
investigation.

Proof. — First of all, let us assume that G is a linear Lie group, i.e. it embeds into
a GLr(R) for some r ⩾ 0. Writing

d

dt
C(x, t)

∣∣∣∣∣
t=0

=: A(x) ∈ C∞(M, g),

and using the fact that the group is linear, we obtain that u satisfies the equation

(4.2) (−X + A)u = 0.

The operator −X + A acts on C∞(M,Cr) → C∞(M,Cr) (where r is such that
G ↪→ GLr(C)). If (e1, . . . , er) denotes a basis of Cr, it is sufficient to show that
u · ei is smooth (for any i = 1, . . . , r). But u · ei is Hölder-continuous and satisfies
(−X + A)(u · ei) = 0. We are thus in the setting of Theorem 1.3. We claim that
ω(−X + A) = 0. This follows from the observation that the propagator U(t) of
−X+A acting on L∞(M,Cr) → L∞(M,Cr) is bounded by a constant independent
of t ∈ R. Now, a direct computation shows that U(t) = e−tXC(·, t) and since
C(x, t) = u(φt(x))u(x)−1, the bound on L∞(M,Cr) → L∞(M,Cr) is immediate.

In the general case, where G might not be a linear Lie group, we use Ado’s Theorem
(see [Hal15, Conclusion 5.26]): any Lie group covers a linear group. In other words,
there exists a projection π : G → G0 (which is a local diffeomorphism) such that
G0 is linear. Let u0 := πu be the projection of the cocycle (which is also Hölder-
continuous). As it u0 satisfies the equation (4.2), it is smooth. Hence u is also smooth
since π is locally a diffeomorphism. □

4.3. Rigidity of the foliation

In this paragraph, we discuss the rigidity of the foliation of Anosov flows and
show that they fit into the framework of radial estimates. In [Has92], Hasselblatt
showed that if the Anosov splitting is smoother than some universal function of the
constants entering in the definition (1.1) of the Anosov flow, then the splitting is
actually smooth. We will show below that this can be obtained as a straightforward
consequence of radial source estimates. In the particular case of contact Anosov
flows, sharper results have been obtained and we refer to [BFL90, BFL92, HK90]. As
far as this paragraph is concerned, we will not assume any particular extra feature
for the flow.
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We denote by α the exponent of Hölder regularity of the foliation by strong
stable/unstable leaves. Let πEu , πEs ∈ Cα(M, TM ⊗ T ∗M) be the projection onto
Eu (resp. Es), parallel to Es ⊕ RX (resp. Eu ⊕ RX) whose regularity is given by
that of the foliation.

Lemma 4.9. — LXπEu = LXπEs = 0.

Proof. — We denote by ds and du the respective dimensions of Es and Eu. We fix
a point x0 and consider a local basis U1, . . . , Udu of Eu and a local basis S1, . . . , Sds

of Es. We define the dual covectors by U∗
i (Ui) = 1 and for j ̸= i, k = 1, . . . , ds,

U∗
i (Uj) = U∗

i (X) = U∗
i (Sk) = 0 (and S∗

i is defined similarly). Then, locally around
x0, we have:

πEu =
du∑
i=1

Ui ⊗ U∗
i , πEs =

ds∑
i=1

Si ⊗ S∗
i .

Moreover, as Eu and Es are invariant by the flow, we can write
LXUi(x) = U(x)Ui(x), LXSi(x) = S(x)Si(x),

for some α-Hölder continuous matrices U ∈ Cα(M, Eu), S ∈ Cα(M, Es). Using the
compatibility of the Lie derivative with the contractions, we obtain from LX(U∗

i (Ui))
= LX1 = 0 (and the other relations) that:

LXU
∗
i (x) = −U(x)⊤U∗

i (x), LXS
∗
i (x) = −S⊤(x)S∗

i (x),
where ⊤ denotes the transpose. Hence:

LXπEu =
du∑
i=1

(LXUi) ⊗U∗
i +Ui ⊗ LXU

∗
i =

du∑
i=1

(U ·Ui) ⊗U∗
i −Ui ⊗

(
U⊤ · U∗

i

)
= 0. □

In the following, X := LX is the Lie derivative acting on TM ⊗ T ∗M. Let us
make the threshold ω(X) more explicit. First of all, observe that

e−tX : Tφ−t(x)M ⊗ T ∗
φ−t(x)M → TxM ⊗ T ∗

x M

is equal to the tensor map dφ−t(x)φt ⊗ dφ−t(x)φ
−⊤
t , where −⊤ denotes the inverse

transpose. Hence:
M(t, x) ⩽

∥∥∥dφ−t(x)φt

∥∥∥ ·
∥∥∥dφ−t(x)φ

−⊤
t

∥∥∥ ⩽ C
∥∥∥dφ−t(x)φt

∣∣∣Eu

∥∥∥ ∥∥∥dφ−t(x)φ
−⊤
t

∣∣∣E∗
u

∥∥∥ .
Moreover, a simple calculation shows that∥∥∥dφ−t(x)φ

−⊤
t

∣∣∣E∗
u

∥∥∥ = ∥dxφ−t|Es∥ ,

(see also the end of the proof of Theorem 1.3 where such an equality is derived).
Hence:
(4.3) M(t, x) ∥dxφ−t|Eu∥ρ ⩽ C

∥∥∥dφ−t(x)φt

∣∣∣Eu

∥∥∥ ∥dxφ−t|Es∥ ∥dxφ−t|Eu∥ρ .

This enables us to recover the classical result of [Has92]:

Theorem 4.10. — Assume M is 3-dimensional and X is volume preserving.
Then ω(X) ⩽ 2. In particular, if the foliation is C2+δ

∗ -smooth, for some δ > 0, then
it is smooth.

In the contact three-dimensional case, a sharper result was obtained by [HK90].
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Proof. — Let µ be the smooth measure on M preserved by X. We choose a
Riemannian metric g on M so that the measure induced by g is equal to µ. Fix
x ∈ M and let vs,u ∈ Es,u(x) of norm 1 (with respect to g). There exist functions
rs,u : M → R such that:

|dxφT (vs,u)| = exp
(∫ T

0
rs,u(φt(x))dt

)
,

and these converge respectively to 0 for s and +∞ for u as T → ∞ by the Anosov
property (1.1). Also note that:

|det dxφT | = 1 = exp
(∫ T

0
rs(φt(x)) + ru(φt(x))dt

)
,

that is

(4.4)
∫ T

0
rs(φt(x)) + ru(φt(x))dt = 0.

This gives using (4.3)

|M(T, x)| ∥dxφ−T |Eu∥ρ ⩽ C exp
(∫ 0

−T

[
(1 − ρ)ru(φt(x)) − rs(φt(x))

]
dt
)
.

Taking ρ = 2, we see that this quantity is bounded using (4.4) and it converges to
0 as T → ∞ for any ρ > 2, that is ω(X) ⩽ 2. By Lemma 4.9, the conclusion of the
Theorem 4.10 is immediate. □

Let us consider now the general case when X does not preserve a volume. We can
define global Lyapunov exponents λmax,min

u,s so that the following inequalities hold for
all t ⩾ 0:

1
C
e−λmax

u t ⩽ ∥dφ−t|Eu∥ ⩽ Ce−λmin
u t,

1
C
e−λmax

s t ⩽ ∥dφt|Es∥ ⩽ Ce−λmin
s t,

where C > 0 is uniform. We then obtain using (4.3):

Theorem 4.11. — Let X := LX be the Lie derivative acting on TM ⊗ T ∗M.
Then:

ω(X) ⩽ λmax
u + λmax

s

λmin
u

.

In particular, if the stable and unstable foliation is Cρ-regular, where

ρ > max
(
λmax

u + λmax
s

λmin
u

,
λmax

u + λmax
s

λmin
s

)
,

then it is smooth.

We could also obtain a sharper statement as in [Has92] by letting the exponents
depend on the point x. The threshold would then involve a supremum over all
x ∈ M. We also notice that similar results have just been obtained by [GDP] using
paradifferential calculus.
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5. Stability estimates for the marked length spectrum

5.1. Geodesic stretch, main result

From now on, SM := SMg0 and the metric g0 is fixed. We denote by ⊗2
ST

∗M → M
the vector bundle of symmetric 2-tensors on M , and we let

π∗
2 : C∞

(
M,⊗2

ST
∗M

)
→ C∞(SM), π∗

2f(x, v) := fx(v, v).
We denote by π2∗ the formal adjoint of π∗

2, and by ∇ the Levi–Civita connection of
g0. Then we define

D := S∇ : C∞ (M,T ∗M) → C∞
(
M,⊗2

ST
∗M

)
,

where S : ⊗2T ∗M → ⊗2
ST

∗M denotes the symmetrization operator. Let D∗ =
− Tr(∇·) be the formal adjoint of D. Any symmetric 2-tensor f ∈ C∞(M,⊗2

ST
∗M)

can be uniquely decomposed as
f = Dp+ h,

where D∗h = 0 and p ∈ C∞(M,T ∗M). We say that h is the solenoidal part of f and
Dp is the potential part.

It is a classical result that for c ∈ C, a free homotopy class and g0, g ∈ MetAn,

(5.1) Lg(c)
Lg0(c) − 1 = 1

Lg0(c)

∫
γg0 (c)

π∗
2(g − g0) dγg0(c) + o (∥g − g0∥C2) .

The X-ray transform Ig0
2 associated with g0 is exactly the map which takes a sym-

metric two-tensor f to
Ig0

2 f := I ◦ π∗
2f

defined on the free homotopy classes, where I is the X-ray transform on M := SM
defined in (4.1). The relation (5.1) proves that g− g0 controls Lg −Lg0 . However for
the purpose of studying the Burns–Katok conjecture, it is desirable to control g− g0
by Lg −Lg0 . To find such a control, the first question that arises is whether Ig0

2 (g−g0)
controls g− g0. It was the gist of [GL19] that this is essentially the only obstruction.
However the estimates in [GL19] required a very large number of derivatives, and
our purpose here is to obtain essentially the same result but with less regularity.

Potential tensors are always in the kernel of the X-ray transform due to the relation
π∗

2D = Xπ∗
1 (where π∗

1p (x, v) := px(v)). It is customary to say that Ig0
2 is injective

(or s-injective) if for every f ∈ C∞(M,⊗2
ST

∗M) ∩ kerD∗, if Ig0
2 f = 0, then f = 0. It

turns out that for g0 ∈ MetAn, Ig0
2 is injective provided:

• M is a surface [PSU14, Gui17],
• dim(M) ⩾ 3 and g0 has non-positive curvature [CS98],
• dim(M) ⩾ 3 and g0 is Ck-generic for some k ≫ 1 [CL21].

It is conjectured that Ig0
2 is actually injective for every g0 ∈ MetAn.

Instead of working directly with Lg/Lg0 − 1 as in [GL19], we will follow the tactic
initiated in [GKL22]. Let g0, g ∈ MetAn. It is known (see [GKL22, Appendix B] for
instance) that there exists an orbit-conjugacy of the geodesic flows i.e. a map

ψg : SM = SMg0 → SMg
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such that
dψg(Xg0(z)) = ag(z)Xg(ψg(z)), ∀ z ∈ SM,

where ag is a function on SM called the infinitesimal stretch. The maps ψg and ag

are just Cν for some ν > 0. The map ψg is not unique and ag is only defined up to
a coboundary, namely a term of the form Xg0u. The infinitesimal stretch is linked
to the marked length spectrum by the following equality: for all c ∈ C,

Lg(c) =
∫

γg0 (c)
ag(φt(z))dt,

where z is an arbitrary point on γg0(c). The following lemma is well-known (see the
discussion in [GKL22, Section 2.5] for instance):

Lemma 5.1. — The following statements are equivalent:
(1) Lg = Lg0 ,
(2) The geodesic flows are conjugate i.e there exists ψg a Hölder homeomorphism

with ψg ◦ φg0
t = φg

t ◦ ψg, for all t ∈ R,
(3) ag is cohomologous to the constant function 1.

Since ag is only defined up to coboundaries, it is more sensible to measure its size
modding out those coboundaries. More precisely, given α ∈ R+ \ N, we introduce
the space of coboundaries Dα of regularity α, namely:

Dα(SM) :=
{
Xg0u

∣∣∣∣ u ∈ Cα(SMg0), Xg0u ∈ Cα(SM)
}
.

This is a closed subspace of Cα(SM) and we can therefore consider the quotient
space Cα(SM)/Dα(SM) endowed with the natural norm

∥[f ]∥Cα/Dα := inf
{

∥f +Xg0u∥Cα

∣∣∣∣Xg0u ∈ Dα
}
,

where [f ] denotes an element in Cα/Dα. We now restate our main result:

Theorem 5.2. — Let (M, g0) be a smooth Anosov manifold and further assume
Ig0

2 is injective. For any ε > 0, there exists ν, C > 0 such that the following holds.
For any metric g such that ∥g − g0∥C3+ε < 1/C, there exists a C4+ε-diffeomorphism
ϕ, isotopic to the identity, such that

∥ϕ∗g − g0∥Cν−1 ⩽ C inf
u ∈ Cν(SM),

Xu ∈ Cν(SM)

∥ag − 1 +Xu∥Cν .

The exponent ν > 0 has to be chosen small enough (proportional to ε) as
we shall see in the proof. We believe that this bound could help proving a lo-
cal rigidity statement for the unmarked length spectrum on surfaces. This is left
to future investigation. The main novelty here is that this bound is independent
of the dimension i.e. the metrics need only to be C3+ε-close whereas in previous
works [GKL22, GL19], this regularity was increasing (linearly) with the dimension(4) .
Moreover, the bound in Theorem 1.2 is linear whereas the bounds in [GKL22, GL19]
were non linear (but they involved the marked length spectrum directly, however).

(4) namely, more than 3 dim(M)/2 + 9 derivatives, which is worse than 3 + ε even for surfaces
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In particular, one can retrieve the bounds of [GKL22, GL19] by simply apply-
ing the approximate Livšic theorem of [GL21]: there exists a β, τ > 0 such that
ag − 1 = Xu+ h, where ∥h∥Cβ ⩽ C∥Lg/Lg0 − 1∥τ

ℓ∞(C) for some τ > 0. This precisely
gives ∥[ag − 1]∥Cβ/Dβ ⩽ C∥Lg/Lg0 − 1∥τ

ℓ∞(C). Using Theorem 1.2, we retrieve the
bound:

∥ϕ∗g − g0∥Cν−1 ⩽ C ∥Lg/Lg0 − 1∥τ
ℓ∞(C) .

However, note that the exponent β > 0 is not well controlled (and might be ≪ 1
actually), nor is τ .

5.2. Expansion of the stretch

We will now study the dependence of the stretch on the metric g close to g0.
According to [KKPW89, Proposition 2.2], there exist ν0 ∈ (0, 1) so that for k ⩾ 1,
the map

C2+k
(
M,⊗2

ST
∗M

)
∋ g 7→ ag ∈ Cν0(SM),

is Ck. One can give a lower bound on ν0 in terms of Lyapunov exponents of g0. In
particular, for k = 3, it admits a Taylor expansion:

(5.2) ag − 1 = 0 + Dgag|g=g0(g − g0) + D2
gag|g=g0(g − g0)⊗2 + OCν0

(
∥g − g0∥3

C5

)
.

(Here, distinct from the notation df which is the differential of a function f on SM ,
the notation Dgag|g=g0(h) denotes the differential of the map g 7→ ag at the point
g = g0, applied to the two-tensor h. By Dgag(h) we will denote the value of the
differential at the point g.)

If we plugged this estimate in our machinery, we would obtain a result using 8 − ε
derivatives on the metric, for some ε > 0 (and 9 − ε derivatives using the Taylor
expansion to order 1 instead). However, it turns out that modding out coboundaries,
we can drastically improve the regularity of the stretch map:

Proposition 5.3. — For ε > 0, there exists C, ν > 0 small enough such that:

(5.3) ∥ag − 1 − 1/2 × π∗
2(g − g0)∥Cν/Dν ⩽ C∥g − g0∥Cν−1∥g − g0∥C3+ε .

In order to prove Proposition 5.3, we need to introduce some notations and recall
some elements of the proof of [KKPW89, Proposition 2.2]. The maps ψg introduced
before take values in SMg. It will be convenient to pullback everything to the same
unit tangent bundle SM = SMg0 . We thus introduce:

Φg : SM → SMg, Φg(x, v) = (x, v/|v|g),

and define Yg := Φ∗
gXg, where Xg is the geodesic vector field on SMg. We also write

βg := Φ∗
gαg, where αg denotes the Liouville 1-form on SMg, that is for (x, v) ∈ SMg

and ξ ∈ T(x,v)(SMg), we have:

(5.4) (αg)(x,v)(ξ) = gx

(
v, dπ(x,v)(ξ)

)
,
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where π : TM → M denotes the projection. Each 1-form βg comes with a contact
distribution ker βg = Eu(g) ⊕ Es(g) on SM . In the computations the following map
will appear several times:

π∗
2,gh : SMg0 ∋ (x, v) → hx(v, v)

|v|2g
.

Let us now recall the gist of the proof of structural stability. To perturb the vector
field Yg, the idea is to consider the map

Ξ : (Yg′ ,Ψ, a) 7→ dΨ(Yg) − a× (Yg′ ◦ Ψ) ∈ Cνg ,

defined on
• Ck+1 vector fields Yg′ close to Yg,
• Cνg maps Ψ from SM to itself, close to identity, and C1+νg along the flow of
Yg,

• Cνg functions a close to 1,
where νg has to be determined. With this topology, Ξ is a Ck map(5) , and the idea
is to apply the Implicit Function Theorem (IFT). Indeed, if we have a solution of
Ξ(Yg′ ,Ψ, a) = 0, then we have
(5.5) dΨ(Yg) = a× (Yg′ ◦ Ψ),
which is exactly an orbit conjugation formula. However, solutions (Ψ, a) are not
unique but come in families. Indeed, if u ∈ Cνg and Ygu ∈ Cνg , setting

Υg,u(x) := φ
Yg

u(x)(x),

we find:
dΥg,u(Yg) = (1 + Ygu)Yg ◦ Υg,u.

Considering Ψ ◦ Υg,u, we then find that
d [Ψ ◦ Υg,u] (Yg) = (1 + Ygu) dΥg,u(x)Ψ (Yg ◦ Υg,u)

=
[

(1 + Ygu) × a ◦ Υg,u

]
× (Yg′ ◦ Ψ ◦ Υg,u) ,

that is, the pair (Ψ′, a′) defined by Ψ′ := Ψ ◦ Υg,u and a′ := (1 + Ygu) × a ◦ Υg,u also
satisfies Ξ(Yg′ ,Ψ′, a′) = 0. Conversely, any pair (Ψ′, a′) which is close to (id,1) is of
the form previously described, for some function u. Also observe that the previous
discussion shows that given a, u ∈ Cνg(SM) such that Yg0u ∈ Cνg , one has:
(5.6) a = (1 + Yg0u) a ◦ Υg0,u mod Dνg

This remark will be used later.
To solve the ambiguity in the definition of the orbit-conjugacy, one has to pick a

gauge condition. For example, we can parameterize the Hölder maps close to identity
as maps of the form

x 7→ expx(V (x)),

(5)The main point here is that the composition as a map Ck+1 × Cν → Cν is Ck for ν ∈ (0, 1),
instead of Ck+1 for ν = 0. This is discussed at length in [deLl99].
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for some V : SM → T (SM), a Cνg vector field (the exponential map here is taken
with respect to an arbitrary smooth fixed metric on SM). A practical gauge condition
is given by

for (x, v) ∈ SM, V (x, v) ∈ ker βg = Eu(g) ⊕ Es(g).
With this condition, the Implicit Function Theorem applies to Ξ, and we find Ck

maps
Ck+2

(
M,⊗2

ST
∗M

)
∋ g′ 7→ Yg′ ∈ Ck+1(SM, T (SM))

7→ (Ψg → g′ , ag → g′) ∈ Homeoνg(SM) × Cνg(SM).
Here, Homeoνg(SM) denotes homeomorphisms that are Hölder-continuous. In

order to apply the IFT, we only need to check that the differential DΨ,aΞ is invertible
when Yg′ = Yg, Ψ = id and a = 1. We find that

DΨ,aΞ|g′=g,Ψ=1,a=1(V, a) = LYgV − aYg.

Since LYgβg = 0, ker βg is preserved by LYg , and we find:

Lemma 5.4. — The differential DΨ,aΞ|g′=g,Ψ=1,a=1 is invertible. If W is a vector
field, we can decompose W = cYg +W⊥, with W⊥ ∈ ker βg. Then

DΨ,aΞ|−1
g′=g,Ψ=1,a=1(W ) = (V, a),

where a = −c, and decomposing W⊥ = W u +W s along Eu(g) ⊕ Es(g),

V = −
∫ +∞

0

(
φ

Yg

t

)∗
W udt+

∫ 0

−∞

(
φ

Yg

t

)∗
W sdt := RgW

⊥.

There exists α ∈ (0, 1) so that the operator Rg : Cs(SM, ker βg) 7→ Cs(SM, ker βg)
is continuous for s ∈ [0, α). We have a lower bound

α ⩾ min
(
λmin

s

λmax
s

,
λmin

u

λmax
u

)
.

This lower bound for α can be extracted from the arguments [KKPW89, p. 593],
and replacing ϕ by ϕm with m large. This proves that C2 ∋ g 7→ α is locally
uniformly positive. We will take νg = α/2 for example. For our purposes, we will
need to understand how the vector field Yg′ varies with g′:

Lemma 5.5. — We have:

Dg′Yg′|g′=g(h) = −1
2
(
π∗

2,gh
)
Yg +W⊥

g (h),

for some W⊥
g (h) ∈ ker βg. Furthermore, ∥(π∗

2,gh)∥Cα ≲ ∥h∥Cα and ∥W⊥
g (h)∥Cα ≲

∥h∥C1+α for all α ⩾ 0.

We will limit the regularity α ⩽ 2, because we will use a Taylor-expansion for
C3-metrics, thus h will be C3.

Proof. — We start with the identities ıYgβg = 1, ıYgdβg = 0. Differentiating with
respect to g in the direction h ∈ C3(M,⊗2

ST
∗M), and writing Ẏg := Dg′Yg′ |g′=g(h),

we get:
ıẎg
βg + ıYg β̇g = 0, ıẎg

dβg + ıYgdβ̇g = 0.
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Decomposing Ẏg = cg(h)Yg +W⊥
g (h), where cg(h) is a function on SM and W⊥

g (h) ∈
ker βg. We have, using (5.4), for (x, v) ∈ SM :

cg(h) = βg(Ẏg) = −β̇g(Yg)

= −
[
− hx(v, v)

2gx(v, v)3/2 gx

(
v, dπ(x,v)(Yg)

)
+ 1

|v|g
hx

(
v, dπ(x,v)(Yg)

)]

= −
[
− hx(v, v)

2gx(v, v)3/2 gx

(
v,

v

|v|g

)
+ 1

|v|g
hx

(
v,

v

|v|g

)]
= −1/2 × hx(v, v)/|v|2g = −1/2 × π∗

2,gh(x, v).

It remains to evaluate the Hölder norm of W⊥
g (h). By definition,

ıW ⊥
g (h)dβg = ıẎg

dβg = −ıYgdβ̇g

characterizes entirely Wg(h) since dβg is a non-degenerate 2-forms on ker βg. We con-
clude that h 7→ W⊥

g (h) is a linear differential operator of order 1 with C2 coefficients
for g ∈ C3. The result follows. □

Putting together the lemmata, we get

Lemma 5.6. — For h ∈ C3(M,⊗2
ST

∗M),

(5.7) Dg′ag → g′ |g′=g(h) = 1
2π

∗
2,gh, Dg′Ψg → g′ |g′=g(h) = RgW

⊥
g (h).

Let us now explain how one can improve the regularity of the stretch when modding
out the co-boundaries. For this, it will be more convenient to work with two metrics:
g0 is fixed, g is C3 close to g0, and g′ is C3 close to g. As we have seen the value
of νg is locally uniformly positive, so that we can find ν0 ∈ (0, 1) satisfying ν0 ⩽ νg

for all g sufficiently C3 close to g0. The actual value of ν0 will not be crucial in our
argument and can be taken arbitrarily small.

We then have Cν0 maps ag0 → g, ag → g′ and Ψg0 → g, Ψg → g′ on SM , depending C1,
respectively on g, g′ ∈ C3. They satisfy the relations:

dΨg0 → g(Yg0) = ag0 → g × Yg ◦ Ψg0 → g,

dΨg → g′(Yg) = ag → g′ × Yg′ ◦ Ψg0 → g.
(5.8)

Hence, the pairs (Ψg0 → g′ , ag0 → g′) and (Ψg → g′ ◦Ψg0 → g, ag → g′ ◦Ψg0 → gag0 → g) produce
orbit-conjugacies for the flows generated by Yg0 and Yg′ so there exists u ∈ Cν0 such
that Yg0u ∈ Cν0 and

Ψg0 → g′ = Ψg → g′ ◦ Ψg0 → g ◦ Υg0,u,

ag0 → g′ = (1 + Yg0u) [ag → g′ ◦ Ψg0 → g × ag0 → g] ◦ Υg0,u.
(5.9)

In particular, ag → g′ ◦ Ψg0 → gag0 → g = ag0 → g′ in the space Cν0/Dν0 . We will prove
the following:

Lemma 5.7. — For ∥g − g0∥C3 < ε0 small enough, the map

C3
(
M,⊗2

ST
∗M

)
∋ g 7→ [ag0 → g] ∈ Cν0/Dν0(SM),
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is C2. Moreover, we have:

(5.10) Dgag0 → g(h) = 1
2π

∗
2,gh ◦ Ψg0 → g × ag0 → g mod Dν0 ,

and:

(5.11) D2
gag0 → g(h, h)

=
(

−1
4
(
π∗

2,gh
)2

+ 1
2dπ∗

2,gh
(
RgW

⊥
g (h)

))
◦ Ψg0 → g × ag0 → g mod Dν0 .

Proof. — The computation for the first derivative is an immediate consequence
of the previous discussion combined with Lemma 5.6. From the very expression
of [Dgag0 → g(h)] ∈ Cν0/Dν0 , we see that it depends on a C1 fashion of the metric
g ∈ C3(M,⊗2

ST
∗M) (since Ψg0 → g and ag0 → g depend in a C1 fashion of g). Hence,

the stretch is C2 as claimed. As far as the second derivative is concerned, we start
with the equality in Cν0/Dν0 :

Dg′ag0 → g′(h) = 1
2π

∗
2,g′h ◦ Ψg0 → g′ × ag0 → g′ mod Dν0 .

Then, using (5.9) in the first line, together with (5.6) in the second line, we get:

Dg′ag0 → g′(h) = 1
2π

∗
2,g′h ◦ Ψg → g′ ◦ Ψg0 → g ◦ Υg0,u

× (1 + Yg0u) [ag → g′ ◦ Ψg0 → g × ag0 → g] ◦ Υg0,u mod Dν0

= 1
2π

∗
2,g′h ◦ Ψg → g′ ◦ Ψg0 → g × [ag → g′ ◦ Ψg0 → g × ag0 → g] mod Dν0 .

Differentiating with respect to g′ and evaluating at g, we get by Lemma 5.6:

D2
gag0 → g(h, h) =1

2Dg′

(
π∗

2,g′h
)

|g′=g ◦ Ψg0 → g × ag0 → g

+ 1
2dπ∗

2,gh
(
RgW

⊥
g (h) ◦ Ψg0 → g

)
× ag0 → g

+ 1
4
(
π∗

2,gh
)2

◦ Ψg0 → g × ag0 → g mod Dν0 .

An easy computation yields Dg′(π∗
2,g′h)|g′=g = −(π∗

2,gh)2, providing the announced
result. □

We need to estimate the second derivative of the stretch. Even if the stretch is a
C2 map when taking values in Cν0/Dν0 , we will evaluate its smoothness in a less
regular space, namely in Cν , for ν ≪ ν0.

Lemma 5.8. — For ∥g − g0∥C3 small enough, 0 < ν < ν0, and α = ν/ν0 ⩽ ν0,
there exists a constant C > 0 such that:∥∥∥D2

gag0 → g(h, h)
∥∥∥

Cν/Dν
⩽ C∥h∥C1+α∥h∥C1

Proof. — Modulo Dν0 , the second derivative of the stretch is of the form F ◦
Ψg0 → g × ag0 → g. Hence, using uniform bounds for ag0 → g in Cν , we get:

∥F ◦ Ψg0 →g × ag0 → g∥Cν ≲ ∥F ◦ Ψg0 → g∥Cν ∥ag0 → g∥Cν

≲ ∥F∥Cα ∥Ψg0 → g∥α
Cν/α ≲ ∥F∥Cα .
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Hence, it remains to compute the Cα-norm of

F = −1
4
(
π∗

2,gh
)2

+ 1
2dπ∗

2,gh
(
RgW

⊥
g (h)

)
.

We then have using Lemmas 5.4 and 5.5, for 0 ⩽ α ⩽ ν0:
∥F∥Cα ≲ ∥h∥2

Cα + ∥dπ∗
2,gh∥Cα

∥∥∥RgW
⊥
g (h)

∥∥∥
C0

+ ∥dπ∗
2,gh∥C0

∥∥∥RgW
⊥
g (h)

∥∥∥
Cα

≲ ∥h∥2
Cα + ∥h∥C1+α

∥∥∥W⊥
g (h)

∥∥∥
C0

+ ∥h∥C1

∥∥∥W⊥
g (h)

∥∥∥
Cα

≲ ∥h∥2
Cα + ∥h∥C1+α∥h∥C1 + ∥h∥C1∥h∥C1+α ≲ ∥h∥C1+α∥h∥C1 □

We can now prove Proposition 5.3.
Proof of Proposition 5.3. — The stretch C3(M,⊗2

ST
∗M) ∋ g 7→ [ag0→g] ∈

Cν0/Dν0(SM) is a C2 map and we can therefore compute its Taylor expansion
at 0:

ag = 1 + 1
2π

∗
2(g − g0) +

∫ 1

0
(1 − t)D2

g′ag0→g′|g′=tg+(1−t)g0(g − g0, g − g0)dt mod Dν0 .

Taking the Cν-norm and applying the previous Lemma 5.8, we obtain by interpolation
that: ∥∥∥∥ag −

(
1 + 1

2π
∗
2(g − g0)

)∥∥∥∥
Cν/Dν

≲ ∥g − g0∥C1+α∥g − g0∥C1

≲ ∥g − g0∥Cν−1∥g − g0∥C3+α(1−ν0)

(here, the constraint on α is α ∈ (0, ν2
0) so α(1 − ν0) can be taken arbitrarily

small). □

5.3. Generalized X-ray transform

It is now well-known [DZ16, FS11, FT13, GLP13] that the resolvents of the flow
R±(λ) := (∓Xg0 − λ)−1 : C∞(SM) → D′(SM), initially defined on {ℜ(λ) > 0}
admit a meromorphic extension to the whole complex plane with poles of finite
rank, called the Pollicott–Ruelle resonances. In particular, near λ = 0, we have the
following expansion (see [Gui17, Section 2.3]):

R+(λ) = −R+
0 − Π0

λ
+ O(λ), R−(λ) = −R−

0 − Π0

λ
+ O(λ),

for some operators R±
0 : C∞(SM) → D′(SM) which will be further described

in a few lines. Up to a normalizing factor, we have Π0 = 1 ⊗ 1, i.e. it is the
orthogonal projection onto constant functions. We can then form the operator Π :=
R+

0 + R−
0 . This operator satisfies ΠXf = XΠf = 0 for all f ∈ Hs(SM), see [Gui17,

Theorem 2.6]. Moreover, it is nonnegative in the sense that ⟨Πf, f⟩L2 ⩾ 0, for all
f ∈ Hs(SM), see [GL21, Lemma 4.3]. We define:

Π2 := π2∗(Π0 + Π)π∗
2

This operator is called the generalized X-ray transform. It is a pseudodifferential
operator of order −1 [Gui17, Theorem 3.1] with explicit principal symbol computed
in [GL21, Theorem 4.4]. In particular, it is known to be elliptic and invertible on
solenoidal tensors (i.e. on kerD∗). An immediate implication is the following bound:
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Lemma 5.9. — For all s ∈ R, there exists a constant C = C(s) > 0 such that:

∀ f ∈ Cs
∗

(
M,⊗2

ST
∗M

)
∩ kerD∗, ∥f∥Cs

∗ ⩽ C ∥Π2f∥Cs+1
∗

.

Eventually, we will need the following key ingredient:

Lemma 5.10. — For all s > 0, the operator π2∗Π : Cs(SM) → Cs(M,⊗2
ST

∗M)
is bounded.

This is a consequence of Theorem 1.3.
Proof. — It is sufficient to argue on π2∗R+

0 as π2∗R−
0 is dealt in the same fashion.

Recall that one has the splitting
T (SM) = R ·X ⊕ V ⊕ H,

where V = ker dπ (with π : SM → M being the projection) is the vertical subspace,
and H is the horizontal subspace, see [Pat99] for further details. We introduce V∗(V) =
0,H∗(H ⊕ R · X) = 0. As π2∗ is a pushforward, it only selects wavefront set in V∗.
More precisely, if f ∈ D′(SM) is such that WF(f) ∩ V∗ = ∅, then π2∗f is smooth,
see the proof of [Gui17, Theorem 3.1]. As a consequence, it is sufficient to prove that
if u ∈ Cs(SM), then R+

0 u is microlocally Cs near V∗.
As R+

0 is the inverse of X on ker Π0, we consider u ∈ C∞(SM) ∩ ker Π0 and set
f := R+

0 u, thus Xf = u. In particular, we know that f is microlocally smooth
everywhere except near E∗

u that is WF(f) ⊂ E∗
u, see [DZ16, Proposition 3.3]. As a

consequence, we can apply the source estimate of Theorem 1.3 and we obtain for
s > 0, N > 0:

∥Af∥Cs ⩽ C (∥BXf∥Cs + ∥f∥C−N ) ,
where A,B ∈ Ψ0(SM) are microlocalized near E∗

s , that is∥∥∥AR+
0 u
∥∥∥

Cs
⩽ C

(
∥Bu∥Cs +

∥∥∥R+
0 u
∥∥∥

C−N

)
.

Note that we already know that R+
0 : Cs → C−N is bounded as the following holds

by [Gui17, Theorem 2.6]:

Cs ↪→ Hs/2 R+
0→ H−s ↪→ C−N ,

for N ⩾ 0 large enough. In other words:∥∥∥AR+
0 u
∥∥∥

Cs
⩽ C∥u∥Cs .

We now fix a conic neighborhood V of V∗ in T ∗(SM). As E∗
s is a source for the

Hamiltonian dynamics of (Φt)t ∈R, for any (x, ξ) ∈ V, there exists T (x, ξ) ⩾ 0 such
that Φ−T (x,ξ)(x, ξ) ∈ ell(A) and there is a uniform bound sup(x,ξ) ∈ V T (x, ξ) ⩽ T <
∞. As a consequence, by propagation of singularities in Hölder-Zygmund spaces
(Proposition 3.1), we deduce that for A1 ∈ Ψ0(SM) with wavefront set in the conic
neighborhood V of V∗, there exists B1 ∈ Ψ0(SM) (with wavefront set disjoint from
E∗

s and E∗
u) such that:

∥A1f∥Cs ⩽ C (∥Af∥Cs + ∥B1Xf∥Cs + ∥f∥C−N )
Hence: ∥∥∥A1R+

0 u
∥∥∥

Cs
⩽ C∥u∥Cs .
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By the wavefront set properties of π2∗, this implies that π2∗R+
0 : Cs(SM) →

Cs(M,⊗2
ST

∗M) is bounded. □

5.4. Proof of Theorem 1.2

Before completing the proof of Theorem 1.2, we need a preliminary lemma:

Lemma 5.11. — LetN ⩾ 2. Then, there exists ε > 0 such that the following holds.
For any metric g such that ∥g − g0∥CN

∗
< ε, there exists a (unique) diffeomorphism

isotopic to the identity ϕ, of regularity CN+1
∗ , such that D∗(ϕ∗g) = 0. The metric

ϕ∗g is called the solenoidal reduction of g.

We refer to [Ebi68, GL19] for a proof.
Proof of Theorem 1.2. — First of all, we define g′ = ϕ∗g as the solenoidal reduction

of g (with respect to g0), i.e. D∗(g′ −g0) = 0, by Lemma 5.11 applied with N := 3+ε.
Observe that ag and ag′ are cohomologous since g and g′ have same marked length
spectrum. Using Lemmas 5.9 and 5.10, with ν ∈ (0, 1), and the fact that coboundaries
are in the kernel of Π + 1 ⊗ 1, we get:

∥g′ − g0∥Cν−1 ≲ ∥Π2(g′ − g0)∥Cν

= ∥π2∗(Π + 1 ⊗ 1)π∗
2 (g′ − g0)∥Cν ≲ ∥π∗

2 (g′ − g0)∥Cν/Dν .

Next, we use Proposition 5.3: for ν > 0 small enough,
∥π∗

2 (g′ − g0)∥Cν/Dν ≲ ∥ag − 1∥Cν/Dν + ∥g′ − g0∥Cν−1 ∥g′ − g0∥C3+ε ,

so that
∥g′ − g0∥Cν−1 (1 − C ∥g′ − g0∥C3+ε) ≲ ∥ag − 1∥Cν/Dν ,

for some constant C > 0.
Now, the solenoidal reduction also gives that ∥g′ − g0∥C3+ε ⩽ C ′∥g − g0∥C3+ε for

some constant C ′ > 0. Hence, assuming that ∥g − g0∥C3+ε < 1/(2CC ′) is small
enough, we get:

∥g′ − g0∥Cν−1 ≲ ∥ag − 1∥Cν/Dν .

This provides the announced result. □

Appendix A. A subadditive lemma

Lemma A.1. — Let g : M×R ∋ (x, t) 7→ g(x, t) ∈ R be a continuous subadditive
family, i.e satisfying for x ∈ M , t, t′ ⩾ 0:

g(x, t+ t′) ⩽ g(x, t) + g(φt(x), t′).
Assume that g is uniformly Lipschitz along flow orbits in the sense that there exists
C > 0 such that for all x ∈ M, t, s ∈ R: |g(x, t) − g(φsx, t)| ⩽ Cs. Then:

lim
T → +∞

1
T

sup
x ∈ M

g(x, T ) = sup
x ∈ M

lim
T → +∞

1
T
g(x, T ).
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All these limits exist due to Kingman’s subadditive ergodic theorem. The inequality
⩾ is obvious so it only remains to prove ⩽. We shall actually prove that

(A.1) lim
T → +∞

1
T

sup
x ∈ M

g(x, T ) = sup
µ ∈ Pinv,erg

lim
T → +∞

1
T

∫
M
g(x, T )dµ,

where Pinv,erg is the space of all ergodic invariant probability measures. The right-
hand side of (A.1) is clearly controlled by:

sup
µ ∈ Pinv,erg

lim
T → +∞

1
T

∫
M
g(x, T )dµ ⩽ sup

x ∈ M
lim

T → +∞

1
T
g(x, T ),

which will eventually prove Lemma A.1.
Proof. — It suffices to prove (A.1). The inequality ⩾ is obvious so it only remains to

prove ⩽. This is an application of Kingman’s subadditive ergodic theorem. We start
by taking an integer m ⩾ 1. We denote by xm a point in M where supx ∈ M g(x, 2m)
is attained. Since supx ∈ M g(x, T ) is a subadditive function of T ,

lim
T → +∞

1
T

sup
x ∈ M

g(x, T ) ⩽ 1
2m
g (xm, 2m) ,

and the right-hand side converges to the left-hand side when m → +∞. We denote
by µm the probability measure obtained by averaging functions over the [0, 2m] orbit
of xm, namely µm(f) = 2−m

∫ 2m

0 f(φsxm)ds. Certainly, we can extract a sequence of
(mn)n ∈N such that µmn converges weakly to some measure µ with is invariant under
the flow. When we let m tend to +∞ it will be along this subsequence.

Our next step is to use the second assumption on g, so that for s ∈ R,
g (xm, 2m) ⩽ g (φs(xm), 2m) + Cs.

It follows that for 0 < n0 < m,

g (xm, 2m) ⩽ 1
2n0

∫ 2n0

0
g (φs(xm), 2m) ds+ C2n0

2 .

Then, we find
1

2m
g (xm, 2m) ⩽ 1

2n0

∫ 2n0

0

1
2m
g (φs(xm), 2m) ds+ C2n0−m

2 .

We now take n0 > 0, m > n0 and decompose

g (φs(xm), 2m) ⩽ g (φs(xm), 2n0) + · · · + g
(
φs+(2m−n0 −1)2n0 (x), 2n0

)
.

It follows that
1

2m
g (xm, 2m) ⩽ 1

2m

∫ 2m

0

1
2n0

g (φs(xm), 2n0) ds+ C2n0−m

2 ,

⩽
∫

M

1
2n0

g (x, 2n0) dµm(x) + C2n0−m

2
Taking m → +∞, we deduce that for n0 > 0,

lim
T → +∞

1
T

sup
x ∈ M

g(x, T ) ⩽
∫

M

1
2n0

g (x, 2n0) dµ(x).
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According to Kingman’s subadditive ergodic theorem, the limit as n0 → ∞ converges
for µ-almost every x ∈ M and we get:

lim
T → +∞

1
T

sup
x ∈ M

g(x, T ) ⩽
∫

M
lim

T → +∞

1
T
g(x, T )dµ(x)

⩽ sup
µ ∈ Pinv,erg

lim
T → +∞

1
T

∫
M
g(x, T )dµ □

Appendix B. Threshold on Sobolev spaces

We briefly compare the threshold condition on Sobolev spaces and on Hölder–
Zygmund spaces and explain why the latter have usually a better (namely lower)
threshold. For the sake of simplicity, let us assume that X = X is the vector
field acting on C∞(M). In this particular case, we have ω+(X) = ω−(X) = 0.
If X preserves a smooth measure, then it is well-known by the work of Dyatlov–
Zworski [DZ19a, Appendix E] that the L2-threshold is also equal to 0, namely
Theorem 1.3 holds verbatim with Cρ

∗ being replaced by Hρ for any ρ > 0. As a
consequence, this does not make any difference.

Nevertheless, in the non-volume-preserving case, there is a notable difference. In
the definition of ω±(X), the appearance of M(T, x) stems from the need to find
pointwise bounds for the propagator etX : L∞(M, E) → L∞(M, E). If we were
working with Sobolev spaces, we would have to work with L2-bounds, and M(T, x)
should be replaced by M(T, x)Jacφ−T (x)(φT )1/2, where the Jacobian(6) is computed
with respect to some smooth (arbitrary) measure µ.

Hence, in the simple case where X = X, M(T, x) = 1, in order to evaluate the
threshold as in (1.4), one would be left with the quantity

(B.1) sup
x ∈ M

lim
T → +∞

1
T

log
(
Jacφ−T (x)(φT )1/2 ∥dxφ−T |Eu∥ρ

)
,

and finding ρ > 0 large enough so that this eventually becomes negative. But we
claim the following:

Lemma B.1. —

inf
{
ρ > 0

∣∣∣∣∣ sup
x ∈ M

lim
T → +∞

1
T

log
(
Jacφ−T (x)(φT )1/2 ∥dxφ−T |Eu∥ρ

)
< 0

}
> 0.

Proof. — It suffices to show that for ρ = 0, one has

sup
x ∈ M

lim
T → +∞

1
T

log
(
Jacφ−T (x)(φT )1/2

)
> 0.

(6) It is defined by the equality:∫
M

f(φ−t(x))dµ(x) =
∫

M
f(x)Jacx(φt)dµ(x).
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Also note that Jacφ−T (x)(φT )1/2 = Jacx(φ−T )−1/2. We write

Jacx(φT ) = exp
(∫ T

0
divµ(X)(φs(x))ds

)
,

where divµ(X) is the divergence of X with respect to µ. Note that by assumption
divµ(X) ̸= 0 and since

∫
M divµ(X)dµ = 0, this implies that divµ(X) has both signs.

Then, writing G for the set of periodic orbits, we have:

sup
x ∈ M

lim
T → +∞

1
T

log
(
Jacφ−T (x)(φT )1/2

)
= sup

x ∈ M

1
2 lim

T → +∞

1
T

∫ 0

−T
divµ(X)(φs(x))ds

⩾ sup
γ ∈ G

1
2ℓ(γ)

∫
γ

divµ(X)dγ.

We claim that this last quantity is strictly positive. Indeed, assume that contrary,
namely for all γ ∈ G, one has

∫
γ divµ(X)dγ ⩽ 0. Then, by [LT05], one can write

divµ(X) = Xu + h, where u,Xu, h ∈ Cα(M) are Hölder-continuous (for some
exponent α > 0) and h ⩽ 0. Then dive−uµ(X) = h. Since∫

M
dive−uµ(X)d(e−uµ) = 0 =

∫
M
hd(e−uµ),

we obtain h ≡ 0 and thus divµ(X) = Xu for some Hölder-continuous u. Applying
Theorem 1.4, we get that u is actually smooth. But this implies that X preserves
the smooth measure e−uµ. □

As a last remark, in the article [BT08], Baladi and Tsujii construct spaces with
L1-norms along submanifolds close to the unstable foliation, in the case of a dif-
feomorphism T of a manifold M. They obtain an essential radius for the transfer
operators Lf = g · f ◦ T on their spaces of the form

lim
m → +∞

(∫
M
g(m)(x)λp,q,m(x)

)1/m

.

where g(m)(x) = g(Tmx) . . . g(x), and λp,q,m(x) is an expression involving the norm
of dTm restricted to Es and Eu (assuming g is Cδ for some δ > 0). Translating this
expression in the case of flows where g(m)(x) has to be replaced by e

∫ t

0 V ◦φsds, this
seems to indicate that it is possible to obtain a threshold for operators X + V of the
form

ω+,BT 08(X + V ) = inf
{
ρ
∣∣∣∣ lim

T → ∞

1
T

log
∫

M
e
∫ T

0 V ◦φ−tdt
∥∥∥dxφ−T |Eu

∥∥∥ρ
dµ < 0

}
,

where µ is a smooth measure. Our bound is similar but replacing the integral by
the supremum of the integrand, so that ω+(X + V ) ⩾ ω+,BT 08(X + V ) in general.
However, manipulation of the spaces appearing in [BT08] is much less easy than Cs

∗
spaces.
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