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We prove the existence of cancellation points where the variance is asymptotically of smaller
order; these points do not include the nodal case u = 0, in marked contrast with recent results
on the high-frequency behaviour of nodal lines for random eigenfunctions with no temporal
dependence. In the short memory case, we show that all chaoses contribute in the limit,
no cancellation occurs and a Central Limit Theorem can be established by Fourth-Moment
Theorems and a Breuer–Major argument.

Résumé. — L’étude du comportement des fonctionnelles géométriques des champs aléa-
toires sur les variétés a récemment attiré une attention considérable. Dans cet article, nous
étendons ce cadre en considérant les fluctuations dans le temps pour les courbes de niveau
des champs aléatoires sphériques Gaussiens isotropes généraux. Nous nous concentrons sur les
hypothèses de mémoire longue et courte ; dans le premier cas, on montre que les fluctuations
des courbes du niveau u sont dominées par une seule composante, correspondant à un chaos du
second ordre évalué sur un sous-ensemble des composantes multipolaires pour le champ aléa-
toire. Nous prouvons l’existence de points d’annulation où la variance est asymptotiquement
d’ordre inférieur ; ces points n’incluent pas le cas nodal u = 0, en contraste marqué avec des
résultats récents sur le comportement à haute fréquence des lignes nodales pour les fonctions
propres sans dépendance temporelle. Dans le cas de la mémoire courte, nous montrons que
toutes les composantes chaotiques contribuent dans la limite, aucune annulation ne se produit
et un Théorème Limite Central peut être établi par des théorèmes du quatrième moment et
un argument à la Breuer–Major.

1. Background and notation

The analysis of level curves for random fields is a very classical topic in sto-
chastic geometry. In particular, many efforts have focussed on the investigation
of level-zero curves (i.e., nodal lines) in the case of random eigenfunctions, in the
high-frequency regime where eigenvalues are assumed to diverge to infinity; see for
instance [MPRW16, NPR19, PV20, Wig10], or more generally [Wig23] for a recent
overview. In the same high-energy regime, other functionals for random eigenfunc-
tions (including excursion area, the Euler–Poincaré characteristic, the number of
critical points) have also been widely investigated, see for instance [Mar23]; on the
other hand, these same functionals have also been considered by different authors in
the asymptotic regime where the spatial domain of the field is assumed as growing,
notable examples being [KL01] (for level curves) and [EL16] (for the Euler–Poincaré
characteristic).

Our purpose in this paper is to study the behaviour of level curves under a
different asymptotic regime than so far considered, namely for sphere cross-time
random fields and taking into account the averaged fluctuations over time around
the expected value (a similar framework was considered for the case of the excursion
area in [MRV21]). Our asymptotic results share some analogies with the different
settings that we mentioned above, but they also show very important differences that
we shall discuss below in greater detail. While this paper only focusses on theoretical
aspects, it is really not difficult to envisage application areas where sphere cross-time
random fields emerge very naturally, some examples being atmospheric and climate
data (the sphere representing the surface of the Earth, see [Chr17]).
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1.1. Time-dependent spherical random fields

We start by recalling the notion of space-time spherical random field, along with
the corresponding spectral representation, which allows the characterization of long
and short range dependence properties. Our assumptions and discussion is close to
the one that can be found in [MRV21].

More precisely, let us take a probability space (Ω,F,P) and denote by E the expec-
tation under P: all random objects in this manuscript are defined on this common
probability space, unless otherwise specified. Let S2 denote the two-dimensional unit
sphere with the round metric, usually written in the form

ds2 = dθ2 + sin2 θdφ2

for standard spherical coordinates (θ, φ), where θ is the colatitude and φ the longitude.
We will denote by ∆S2 the spherical Laplacian, in coordinates

∆S2 = 1
sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+ 1

sin2 θ

∂2

∂φ2 .

A space-time real-valued spherical random field Z is a collection of real random
variables indexed by S2 × R

(1.1) Z =
{
Z(x, t), x ∈ S2, t ∈ R

}
such that the function Z : Ω × S2 ×R → R is F⊗B(S2 ×R)-measurable, B(S2 ×R)
being the Borel σ-field of S2 × R. The following condition is standard.

Condition 1.1. — The space-time real-valued spherical random field Z in (1.1)
is

• Gaussian, i.e. its finite dimensional distributions are Gaussian;
• centered, that is, E[Z(x, t)] = 0 for every x ∈ S2, t ∈ R;
• isotropic (in space) and stationary (in time), namely

(1.2) E[Z(x, t)Z(y, s)] = Γ(⟨x, y⟩, t − s)
for every x, y ∈ S2, t, s ∈ R, where ⟨x, y⟩ denotes the standard inner product
in R3 and Γ : [−1, 1] × R → R is a positive semidefinite function;

• mean square continuous, i.e. Γ is continuous.

Assumption 1.1 collects the common background with basically all the previous
literature, starting from [AT07], on the geometry of excursion sets of (time-varying)
random fields on manifolds, see also [Ber17, LO13, MRV21]. From now on we assume
that Z in (1.1) satisfies Assumption 1.1.

Under Assumption 1.1 it is well known (see e.g. [Ber17, Theorem 3.3] and [MM20,
Theorem 3]) that the covariance function Γ in (1.2) of Z in (1.1) can be written as
a uniformly convergent series of the form

(1.3) Γ(η, τ) =
+∞∑
ℓ=0

2ℓ + 1
4π

Cℓ(τ)Pℓ(η) , (η, τ) ∈ [−1, 1] × R ,

where {Cℓ, ℓ ⩾ 0} is a sequence of continuous positive semidefinite functions on
the real line and {Pℓ, ℓ ⩾ 0} stands for the sequence of Legendre polynomials:
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∫ 1
−1 Pℓ(t)Pℓ′(t) dt = 2

2ℓ+1δℓ′
ℓ , δℓ′

ℓ denoting the Kronecker delta, see [Sze75, Section 4.7].
Note that the uniform convergence of the series (1.3) is equivalent to

+∞∑
ℓ=0

2ℓ + 1
4π

Cℓ(0) < +∞

(Cℓ(0) ⩾ 0 for every ℓ ⩾ 0).
In addition, we assume from now that there exists the spatial gradient of Z, i.e.,
∇Z = {∇Z(x, t), x ∈ S2, t ∈ R} is a measurable map on Ω ×S2 ×R. We also require
∇Z to be mean square continuous. Note that ∇Z is a centered Gaussian random
field indexed by S2 × R whose covariance kernel is the spatial Hessian of Γ in (1.2).

Condition 1.2. — A.s., the random field ∇Z(·, t) is in C0(S2) for every t ∈ R.

From now on we assume that Z in (1.1) satisfies also Assumption 1.2. In particular,∑+∞
ℓ=0(2ℓ + 1)Cℓ(0) · ℓ2 < +∞.
Moreover, we assume that there exists the spherical Laplacian field ∆S2Z, i.e.,

∆S2Z = {∆S2Z(x, t), x ∈ S2, t ∈ R} is a measurable map on Ω × S2 × R. We also
require ∆S2Z to be mean square continuous. Hence,

(1.4)
+∞∑
ℓ=0

2ℓ + 1
4π

Cℓ(0) · ℓ4 < +∞.

In particular, for k = 1, 2, 3, 4 the following series involving the kth derivative of
Legendre polynomials uniformly converges

(1.5) ∂k

∂ηk
Γ(η, τ) =

+∞∑
ℓ=0

2ℓ + 1
4π

Cℓ(τ) ∂k

∂ηk
Pℓ(η), (η, τ) ∈ [−1, 1] × R.

(In other words, the spatial derivatives up to order four of the covariance function ad-
mit a series representation of the form (1.3) with the Legendre polynomials replaced
by their derivatives.)

Let us now introduce some more notation: first denote by {Yℓ,m, ℓ ⩾ 0, m =
−ℓ, . . . , ℓ} the standard real orthonormal basis of spherical harmonics [MP11, Sec-
tion 3.4] for L2(S2), then define for ℓ ∈ N, m = −ℓ, . . . , ℓ,

(1.6) aℓ,m(t) :=
∫
S2

Z(x, t)Yℓ,m(x) dx, t ∈ R.

From (1.6) we deduce that {aℓ,m, ℓ ⩾ 0, m = −ℓ, . . . , ℓ} is a family of independent,
stationary, centered, Gaussian processes on the real line such that for every t, s ∈ R

E[aℓ,m(t)aℓ,m(s)] = Cℓ(t − s).
The spectral representation (1.3) for Γ allows to deduce the so-called Karhunen–
Loève expansion for Z:

(1.7) Z(x, t) =
+∞∑
ℓ=0

ℓ∑
m=−ℓ

aℓ,m(t)Yℓ,m(x),

where the stochastic processes aℓ,m are defined as in (1.6), and the series (1.7)
converges in L2(Ω × S2 × [0, T ]) for any T > 0. For S2 ∋ x = (θx, φx) we use the
notation
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∂1;x = ∂

∂θ

∣∣∣∣∣
θ=θx

, ∂2;x = 1
sin θ

∂

∂

∣∣∣∣∣
θ=θx,φ=φx

.

Analogously, (1.5) ensures that, for j = 1, 2,

(1.8) ∂j;xZ(x, t) =
+∞∑
ℓ=0

ℓ∑
m=−ℓ

aℓ,m(t)∂j;xYℓ,m(x),

where the convergence still holds in L2(Ω × S2 × [0, T ]). Analogous series expansions
hold in L2(Ω × S2 × [0, T ]) for the spherical Laplacian ∂2

1;xZ + ∂2
2;xZ.

From now on we can restrict ourselves to
Ñ := {ℓ ⩾ 0 : Cℓ(0) ̸= 0}

without loss of generality.

1.1.1. Time-dependent random spherical eigenfunctions

Let us define

(1.9) Zℓ(x, t) :=
ℓ∑

m=−ℓ

aℓ,m(t)Yℓ,m(x) , (x, t) ∈ S2 × R;

by construction, {Zℓ, ℓ ∈ Ñ} is a sequence of independent random fields and each
Zℓ(·, t) almost surely solves the Helmholtz equation ∆S2Zℓ(·, t)+λℓZℓ(·, t) = 0, where
λℓ := ℓ(ℓ + 1) is the ℓth eigenvalue. For the sake of notational simplicity we will
assume that (cf. (1.4))

(1.10) σ2
0 := E

[
Z2(x, t)

]
=
∑
ℓ ∈ Ñ

E
[
Zℓ(x, t)2

]
=
∑
ℓ ∈ Ñ

2ℓ + 1
4π

Cℓ(0) = 1.

Some conventions. From now on, c ∈ (0, +∞) will stand for a universal constant
which may change from line to line. Let {an, n ⩾ 0}, {bn, n ⩾ 0} be two sequences of
positive numbers: we will write an ∼ bn if an/bn → 1 as n → +∞, an ≈ bn whenever
an/bn → c, an = o(bn) if an/bn → 0, and finally an = O(bn) or equivalently an ≪ bn

if eventually an/bn ⩽ c.

1.2. Time dependence properties

As in [MRV21], let us now define the family of symmetric real-valued functions
{gβ, β ∈ (0, 1]} as follows: for τ ∈ R

(1.11) gβ(τ) =

(1 + |τ |)−β if β ∈ (0, 1)
(1 + |τ |)−α if β = 1

,

for some α ∈ [2, +∞). We do believe that the assumption α ∈ [2, +∞) is not essential
for the validity of our main findings; indeed it seems likely that it can be replaced
with α ∈ (1, +∞). Nevertheless, the current formulation is instrumental to take
advantage of some technical results provided in [MRV21].
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Condition 1.3. — There exists a sequence of numbers {βℓ ∈ (0, 1], ℓ ∈ Ñ} and
a sequence of real valued functions {Gℓ, ℓ ∈ Ñ} such that

Cℓ(τ) = Gℓ(τ) · gβℓ
(τ), ℓ ∈ Ñ,

where gβℓ
is as in (1.11) and

sup
ℓ ∈ Ñ

∣∣∣∣∣Gℓ(τ)
Gℓ(0) − 1

∣∣∣∣∣ = o(1), as τ → +∞ .

Moreover 0 ∈ Ñ (that is, C0(0) ̸= 0) and if β0 = 1 then∫
R

C0(τ) dτ > 0 .

From now on we assume that Assumption 1.3 holds for the sequence {Cℓ, ℓ ∈ Ñ}.
Note that Gℓ(0) = Cℓ(0) for every ℓ ∈ Ñ.

Let ℓ ∈ Ñ. As discussed in [MRV21], the coefficient βℓ in Assumption 1.3 governs
the memory of our processes; indeed, for βℓ = 1 (resp. βℓ ∈ (0, 1)) the covariance
function Cℓ is integrable on R (resp.

∫
R |Cℓ(τ)| dτ = +∞) and the corresponding

process has so-called short (resp. long) memory behavior (note that Cℓ(0) is always
non-negative but Cℓ(τ) need not be, for τ > 0).

Clearly one could choose alternative parametrizations for gβ(τ), such as for instance

gβ(τ) =
(
1 + |τ |2

)−β/2
, or gβ(τ) = (1 + |τ |γ)−β ;

however, these choices obviously cannot change our results, as our condition is
basically requiring that, for all ℓ,

lim
τ → ∞

Cℓ(τ)
Cℓ(0)τ−βℓ

= 1.

A possible generalizations would be to allow for the possibility of slowly-varying
(at infinity) factors, i.e. to allow for autocorrelations of the form L(|τ |)τ−β, where
L(·) is such that limτ → ∞ L(|τ |)/L(a|τ |) = 1 for all a > 0. These generalizations
are common in the long memory literature but would not alter by any means the
substance of our results, so we avoid to consider them for brevity’s sake.

2. Main Results

In this Section we introduce the problem and describe our main results. We start
with some technical lemmas.

2.1. The average boundary length

Let u ∈ R be a threshold fixed from now on, for t ∈ R we consider the level set

Z(·, t)−1(u) :=
{
x ∈ S2 : Z(x, t) = u

}
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which is a.s. a C1 manifold of dimension 1 thanks to Ylvisaker’s Lemma [AW09,
Theorem 1.21] (see also Bulinskaya’s Lemma [AW09, Proposition 1.20]) - note that
here “a.s.” may depend on t. Indeed, for every x ∈ Z(·, t)−1(u) the random vector
(Z(x, t), ∇Z(x, t)) is non-degenerate hence, except for a negligible subset of Ω, say
Ωc

t(P(Ωc
t) = 0), the value u is regular for Z(·, t), i.e. ∇Z(x, t) ̸= 0 for every x such

that Z(x, t) = u.
Let t ∈ R be fixed, on Ωt(P(Ωt) = 1) we define

(2.1) Lu(t) := H1
(
Z(·, t)−1(u)

)
,

i.e., the 1-dimensional Hausdorff measure of the level set Z(·, t)−1(u), that we refer
to as the length of u-level curves at time t.

By (time) stationarity of Z, the law of Lu(t) does not depend on t, in particular
E[Lu(t)] does not depend on t, and can be computed via the Kac-Rice formula [AW09,
Theorem 6.8] or the Gaussian Kinematic Formula [AT07, Theorem 13.2.1] to be

(2.2) E[Lu(t)] = σ1 · 2πe−u2/2 = E[Lu(0)],

where for any j = 1, 2

(2.3) σ2
1 := E [∂j;xZ(x, t) ∂j;xZ(x, t)] =

∞∑
ℓ=0

2ℓ + 1
4π

Cℓ(0)ℓ(ℓ + 1)
2 ,

cf. (1.4). See Lemma A.1 in Appendix A for details on the covariance structure of
the field (Z, ∇Z).

Lemma 2.1. — There exists Ω̃ ⊆ Ω such that P(Ω̃) = 1 and for every ω ∈ Ω̃
there exists I(ω) ⊆ [0, +∞) whose complement is negligible (P(Ω̃c) = 0) such that
the value u is regular for Z(·, t)(ω) for every t ∈ I(ω).

In view of Lemma 2.1, whose proof is postponed to the Appendix C, we can define
the family {CT (u), T > 0} of random variables indexed by T > 0, where

(2.4) CT (u)(ω) :=
∫ T

0

(
Lu(t)(ω) − E[Lu(t)]

)
dt, ω ∈ Ω̃,

to be the average u-boundary length process, indexed by T > 0, associated to Z. Note
that by stationarity in law of Lu(t), we can rewrite CT (u) as

∫ T
0 Lu(t) dt−E[Lu(0)]T ,

where E[Lu(0)] is as in (2.2).
In this paper we are interested in the behaviour of CT (u), as T → +∞. To this

purpose, in order to take advantage of Wiener-Itô theory, we first need to check that
CT (u) has finite variance.

Lemma 2.2. — For any T > 0, the random variable CT (u) is square integrable,
i.e., Var(CT (u)) < +∞.

In view of Lemma 2.2, whose proof is also postponed to the Appendix C, CT (u)
in (2.4) can be expanded into so-called Wiener chaoses, by means of the Stroock–
Varadhan decomposition, see Section 4.2 for details in our setting and [NP12, § 2.2]
for a complete discussion. Briefly, this expansion is based on the fact that the
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sequence of (normalized) Hermite polynomials {Hq/
√

q!}q ⩾ 0

(2.5) H0 ≡ 1, Hq(u) := (−1)qϕ(u)−1 dq

duq
ϕ(u), q ⩾ 1

(where ϕ denotes the probability density function of a standard Gaussian random
variable) is a complete orthonormal basis of the space of square integrable functions
on the real line with respect to the standard Gaussian measure. (The first polynomials
are H0(u) = 1, H1(u) = u, H2(u) = u2 − 1, H3(u) = u3 − 3u.) We can write

(2.6) CT (u) =
∞∑

q=0
CT (u)[q],

where the series is orthogonal and converges in L2(Ω), here CT (u)[q] denotes the
orthogonal projection of CT (u) onto the so-called qth Wiener chaos. In Proposition 4.2
we will determine analytic formulas for these chaotic components. We will exploit
the series representation (2.6) to investigate the asymptotic distribution of CT (u)
as T → +∞. Roughly speaking, in the long memory regime the behavior of CT (u)
will be determined by a single term of the series, while in the case of short range
dependence all chaotic components will contribute in the limit thus influencing both
the asymptotic variance and the nature of second order fluctuations of our boundary
length functional.

Remark 2.3. — This Hermite-type expansion can be directly given for Lu(t)
in (2.1), thus being also instrumental for the relations between different geometric
processes (evolving over time) associated to the random field Z, such as the area of
excursion sets and their Euler–Poincaré characteristic, which we plan to investigate
in a future paper.

2.2. Statement of main results

Before stating our main results we need some more notation.

Condition 2.4. — Let {βℓ, ℓ ∈ Ñ} be the sequence defined in Assumption 1.3.
• The sequence {βℓ, ℓ ∈ Ñ, ℓ ⩾ 1} admits minimum. Let us set

(2.7) βℓ⋆ := min
{
βℓ, ℓ ∈ Ñ, ℓ ⩾ 1

}
, I⋆ :=

{
ℓ ∈ Ñ : βℓ = βℓ⋆

}
.

• If I⋆ ̸= Ñ, then the sequence {βℓ, ℓ ∈ Ñ \ I⋆, ℓ ⩾ 1} admits minimum. Let us
set

(2.8) βℓ⋆⋆ := min {βℓ, ℓ ∈ N\I⋆, ℓ ⩾ 1} .

Note that βℓ⋆ , βℓ⋆⋆ ∈ (0, 1] and for ℓ ∈ I⋆, obviously Cℓ(0) > 0. In words, βℓ⋆

represents the smallest exponent corresponding to the largest memory, I⋆ the set of
multipoles where this minimum is achieved, and βℓ⋆⋆ the second smallest exponent βℓ

governing the time decay of the autocovariance Cℓ at some given multipole ℓ. Note
that we are excluding the multipole ℓ = 0 by the definition of βℓ⋆ and βℓ⋆⋆ in (2.7)
and (2.8), on the other hand ℓ = 0 may belong to I⋆. From now on we work under
Assumption 2.4.
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2.2.1. Long range dependence

As briefly anticipated above, for long memory random fields a single chaotic
component determines the asymptotic behavior of CT (u). In our setting, the role of
dominating term is played by CT (u)[2] ((2.6) with q = 2): we will see in Remark 4.5
that

(2.9) CT (u)[2]

= σ1

2

√
π

2 ϕ(u)
∑

ℓ

Cℓ(0)(2ℓ + 1)
4π

{
(u2 − 1) + λℓ/2

σ2
1

}∫ T

0

∫
S2

H2
(
Ẑℓ(x, t)

)
dxdt,

where λℓ still denotes the ℓth eigenvalue of the spherical Laplacian, σ1 is defined as
in (2.3), H2(t) = t2 − 1 denotes the second Hermite polynomial, and Ẑℓ is defined as

(2.10) Ẑℓ(x, t) := Zℓ(x, t)√
2ℓ+1

4π
Cℓ(0)

, (x, t) ∈ S2 × R

recalling the content of Section 1.1.1. In particular, the Ẑℓ’s are unit variance time-
dependent random spherical harmonics.

In this context, it is worth mentioning the work [LP11] where the authors study
quadratic forms of long range dependent Gaussian random fields under general
integrability conditions on the spectral density, which are satisfied by a large class
of models.

The asymptotic law of CT (u)[2] in (2.9) was introduced in [MRV21] and it is related
to the Rosenblatt distribution, see below.

Definition 2.5. — The random variable Xβ has the standard Rosenblatt distri-
bution (see e.g. [Taq75] and also [DM79, Taq79]) with parameter β ∈ (0, 1

2) if it can
be written as

(2.11) Xβ = a(β)
∫

(R2)′

ei(λ1+λ2) − 1
i(λ1 + λ2)

W (dλ1)W (dλ2)
|λ1λ2|(1−β)/2 ,

where W is the white noise Gaussian measure on R, the stochastic integral is defined
in the Ito’s sense (excluding the diagonals: as usual, (R2)′ stands for the set {(λ1, λ2) ∈
R2 : λ1 ̸= λ2}), and

a(β) := σ(β)
2 Γ(β) sin ((1 − β)π/2) ,(2.12)

with

σ(β) :=
√

1
2(1 − 2β)(1 − β) .

Following [MRV21], we say the random vector V satisfies a composite Rosenblatt
distribution of degree N ∈ N with parameters c1, . . . , cN ∈ R, if

(2.13) V = VN(c1, . . . , cN ; β) d=
N∑

k=1
ckXk ; β,

where {Xk;β}k=1, ..., N is a collection of i.i.d. standard Rosenblatt random variables
of parameter β.
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Note that indeed E[Xβ] = 0 and Var(Xβ) = 1. The Rosenblatt distribution was first
introduced in [Taq75] and has already appeared in the context of spherical isotropic
Gaussian random fields as the exact distribution of the correlogramm [Leo18]. See
also [Leo88, LRMT17, VT13].

Further characterizations of the composite Rosenblatt distribution, for instance in
terms of its characteristic function, can be found in [MRV21].

We are now ready to state our first main result. Let us define the standardized
average boundary length functional as

(2.14) C̃T (u) := CT (u)√
Var (CT (u))

.

Theorem 2.6. — If 2βℓ⋆ < min(β0, 1), then as T → +∞,

(2.15) C̃T (u) = CT (u)[2]√
Var (CT (u))

+ oP(1) ,

where oP(1) denotes a sequence converging to zero in probability, Var (CT (u)) ∼
Var (CT (u)[2]) and

(2.16) lim
T → ∞

Var (CT (u)[2])
T 2−2βℓ⋆

= σ2
1π

4 ϕ2(u)
∑

ℓ ∈ I⋆

(2ℓ + 1)2Cℓ(0)2

(1 − 2βℓ)(1 − βℓ)

{(
u2 − 1

)
+ λℓ/2

σ2
1

}2

.

Assume in addition that #I⋆ in (2.7) is finite, then as T → ∞, we have that

C̃T (u) d−→
∑

ℓ ∈ I⋆

Cℓ(0)√
v⋆

{(
u2 − 1

)
+ λℓ/2

σ2
1

}
V2ℓ+1 (1, . . . , 1; βℓ⋆) ,

where

v⋆ = a (βℓ⋆)2 ∑
ℓ ∈ I⋆

2(2ℓ + 1)2Cℓ(0)2

(1 − 2βℓ)(1 − βℓ)

{(
u2 − 1

)
+ λℓ/2

σ2
1

}2

,

a(βℓ⋆) being as in (2.12).

To investigate more deeply the structure of the dominating limit variables, we can
distinguish between two cases:

(1) Non-unique minimum. This is the situation where at least one multipole
has non integrable (over time) autocovariance function, but the cardinality
of I⋆ is strictly larger than one, #I⋆ > 1, meaning that the minimum of
{βℓ, ℓ ∈ Ñ} is non-unique. In this case the dominating second order chaos has
a neat expression for the variance but the Berry cancellation phenomenon
cannot occur, i.e., the variance has the same order of magnitude at any level
u ∈ R, see (2.16).

(2) Unique minimum. This is the situation where at least one multipole has
non integrable (over time) autocovariance function and #I⋆ = 1, meaning
that there is a single multipole (labelled ℓ⋆) where {βℓ, ℓ ∈ Ñ} achieves its
minimum, and hence where the temporal dependence is maximal. In these
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circumstances, we have not only that the boundary length is dominated by the
second chaos (2.15), but also that this chaos admits an asymptotic expression
in terms of the (random) L2(S2)-norm of the field Zℓ⋆ : from (2.9)

(2.17) CT (u)[2]

= σ1

2

√
π

2 ϕ(u) (2ℓ⋆ + 1)
{(

u2 − 1
)

+ λℓ⋆/2
σ2

1

}
Cℓ⋆(0)

4π

∫ T

0

∫
S2

H2
(
Ẑℓ⋆(x, t)

)
dxdt.

Moreover, from (2.17) perfect correlation occurs between the average boundary
length and the average excursion area investigated in [MRV21]. In this case
the variance is asymptotic to

(2.18) Var (CT (u)) ∼ T 2−2βℓ⋆
σ2

1πϕ2(u)
4

(2ℓ⋆ + 1)2 Cℓ⋆(0)2

(1 − 2βℓ⋆) (1 − βℓ⋆)

{(
u2 − 1

)
+ λℓ⋆/2

σ2
1

}2

Remark 2.7 (On the Berry’s cancellation phenomenon). — A lot of attention in
the last fifteen years has been devoted to the investigation of the so-called Berry’s
cancellation phenomenon; namely, the fact that the variance for the boundary length
in the case of random eigenfunctions has been shown to be asymptotically (in the
high-energy limit) of lower order in the case of nodal (i.e., zero) sets than for all other
thresholds. This fact was first noted in the physical literature by Berry in [Ber02];
the first rigorous proof for the variance of nodal lines for spherical eigenfunctions is
in [Wig10], whereas the connection with the disappearance of the second order chaos
has been given in [MPRW16, MRW20, NPR19] respectively, for eigenfunctions on
the torus, on the plane and on the sphere; see also [CM18] for extensions to other
geometric functionals and [Mar23, Ros19, Wig23] for reviews of this area. See also
Section 3.1.
In the case of sphere-cross-time random fields, conditions for the variance of the aver-
age excursion area at zero level to be of smaller order were investigated in [MRV21].
As far as average boundary lengths is concerned, the picture is actually more subtle;
indeed a form of Berry’s cancellation phenomenon can hold at non-zero levels, mean-
ing that the variance of boundary lengths at these thresholds has a smaller order of
magnitude than the variance at any other level. Indeed, from (2.17) and (2.18) we
see that the leading term in the variance disappears at the points u such that(

u2 − 1
)

+ λℓ/2
σ2

1
= 0, i.e. u2 = 1 − λℓ⋆/2

σ2
1

.

This clearly implies that Berry’s cancellation can occur in a point ±u⋆ ∈ (0, 1) such
that

u⋆ = ±
√

1 − λℓ⋆

EC [λℓ]
,

where EC [λℓ] is the expected value under the probability measure assigning weights
2ℓ+1

4π
Cℓ(0) (recall that σ2

0 = ∑ 2ℓ+1
4π

Cℓ(0) = 1). In other words, for Berry’s cancellation
phenomenon to appear we need long memory to occur in multipoles which are
“lower than average” in terms of the angular power spectrum, or we need the field
at any given time to have huge power on low multipoles. Indeed in the standard
monochromatic wave case we have λℓ⋆

EC [λℓ] = 1 and we are back to the nodal length
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case. At u⋆ we have two possible scenarios: if 2βℓ⋆⋆ > 3βℓ⋆ then the boundary length
is dominated by the third chaos, while if 2βℓ⋆⋆ < 3βℓ⋆ then the boundary length is
still dominated by its second chaotic component.

2.2.2. Short Range Dependence

If the set of long range dependent multipoles I is empty, meaning that β0 = 1 and
2βℓ > 1 for all ℓ ⩾ 1, then the second-order chaotic component would no longer be
dominating, and investigation of all terms of the series (4.8) below is required. In
this case a Gaussian limit via classic Breuer–Major arguments [BM83] holds.

We first need to introduce some more notation: for q ⩾ 1, let

s2
q := lim

T → ∞

V ar(CT (u)[q])
T

;

Theorem 2.8. — Assume β0 = 1 and 2βℓ > 1 for all ℓ ⩾ 1. Then we have

lim
T → ∞

Var (CT (u))
T

=
+∞∑
q=1

s2
q ,

and moreover, as T → +∞,

C̃T (u) = CT (u) − ECT (u)√
V ar(CT (u))

d→ Z,

Z ∼ N (0, 1) being a standard Gaussian random variable.

Recall that for β0 = 1 we have
∫
R C0(τ) dτ ∈ (0, +∞) (see Condition 1.3) so that

s2
1 > 0 yielding ∑q ⩾ 1 s2

q > 0 (the limiting variance constant is strictly positive). The
proof of the previous result can then be established by a standard (although lengthy)
analysis of terms in the chaos expansions (4.8). In particular, note that by the L2

convergence of the Wiener chaoses it is sufficient to focus on an (arbitrarily large
but) finite number of components (the remainder may be made negligible, uniformly
over T ); the fourth cumulants of these components can be shown to converge to zero
after normalizing for the variance, so that the Central Limit Theorem may follow
from Stein–Malliavin arguments (see [NP12]). Details are omitted for brevity’s sake.

2.3. Structure of the paper

In Section 3 we compare our main findings with the existing literature. Section 4
contains the proof of our main theorem, together with the presentation of its main
technical tool and it is divided as follows. In Section 4.1 we present the L2 approxi-
mation of the length for level curves, whereas the Wiener chaotic decomposition of
our boundary length functional is given in Section 4.2; in particular we study the
second order chaotic component, i.e. we compute its variance and hence we obtain a
much neater asymptotic expression, which includes only the multipoles correspond-
ing to the strongest memory. A much more technical computation is aimed to show
that all the higher-order chaotic components are asymptotically negligible; these
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results are then combined in Section 4.2 to prove our main theorem. The Appendix
collects a number of important auxiliary results, that derive explicitly covariance
structures and cover measurability issues, mean-square approximations and chaotic
decompositions.

3. Discussion

In this Section we compare our main results with the existing related literature on
the geometry of random fields.

3.1. A comparison with the high-energy regime literature

The literature on the geometry of random fields on manifolds has become vast
over the last decade, see for instance [Mar23, Ros19, Wig23] for some recent surveys.
Much of the literature has concentrated on the high-frequency geometry for random
eigenfunctions, in the case of random fields on the sphere (or on other Riemann-
ian manifolds, for instance the torus) with no temporal dependence. In particular,
concerning level curves it has been shown that the following asymptotic results hold:

• for level sets corresponding to u ̸= 0, the length of level curves is dominated
by a single projection term in the chaos expansion, i.e., the second-order
component;

• this component can be expressed in terms of the norm of the function, without
its derivatives and it disappears in the nodal case u = 0 (the so-called Berry’s
cancellation phenomenon);

• at u = 0, the nodal length is again dominated by a single term in the chaos
expansion, which is the fourth-order component;

• in both cases, it is possible to establish quantitative central limit theorems,
in the high-energy limit;

• the nodal length and the level curves are asymptotically perfectly uncorrelated.
However, considering the partial autocorrelation, i.e., removing (or freezing)
the effect of the random L2-norm, the asymptotic correlation is again unity.

Much of these results can be extended to other geometric functionals, such as
Lipschitz–Killing curvatures (in the two-dimensional case, the excursion area, the
boundary length and the Euler–Poincaré characteristic) and critical points. Indeed,
full correlation has been shown to hold, in the high-frequency limit, for all these
statistics, in generic cases where u ̸= 0 (or, more generally, where the second-order
chaos component does not disappear).

The setting we consider in this paper is rather different, for a number of reasons.
Firstly, we are not considering eigenfunctions, but arbitrary (although Gaussian and
isotropic) spherical random fields. More importantly, we are going beyond those
previous results by allowing a form of dependence over time; because of this, the
asymptotic framework of our work here is based upon a different asymptotic regime,
that is, fluctuations for a growing span over time, rather than for higher and higher
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frequency eigenfunctions. The results presented here show then both analogies and
important differences with the existing literature. More precisely, let us note the
following:

• It is still the case (in the long memory case) that the fluctuations around
the expected value are asymptotically (as T → ∞) dominated by the second
order chaos; on one hand, this chaos can again be expressed in terms of
the harmonic components of the fields itself, without the need to resort to
derivatives (despite the fact that these derivatives do appear in the Kac-Rice
representation of level curves, see below).

• On the other hand, it is no longer the case that the second-order chaos is
proportional to the random L2-norm of the field itself; it is instead a linear
combination of L2-norm of the harmonic components Zℓ.

• Related to the previous point, it is no longer the case that Berry’s cancellation
occurs at the nodal level u = 0, and actually for the case #I⋆ > 1, the Berry
cancellation phenomenon cannot occur at all, i.e., the variance has the same
order of magnitude at any level u ∈ R.

• In the case of asymptotically monochromatic fields, i.e., those where the
minimum of the memory parameter βℓ is attained on a single multipole, there
exist levels where the second-order chaos disappears, and hence the variance
is asymptotically of lower order. The exact value of these levels depends upon
a combination of the variance of the single component Zℓ⋆ , and the variance
of the derivative of the entire field Z. However, rather differently from the
literature so far, these do not correspond to the nodal case u = 0.

Let us also recall that in [MRV21] the large time behavior of the empirical excursion
area of the space-time spherical random field Z in (1.1) has been investigated, i.e.
the asymptotic distribution of

(3.1) MT (u) :=
∫ T

0

(∫
S2

(
1{Z(x,t)⩾u} − P(Z(x, t) ⩾ u)

)
dx
)

dt

as T → +∞. First of all it is worth mentioning that the analysis of (3.1) can be
carried out under the sole Assumption 1.1, for the length of level curves instead we
need more regularity for Z, as explained at the beginning of Section 2. Moreover,
for the excursion area the zero-level u = 0 is still a cancellation point under long
memory circumstances, while this is not the case for the variance of level curves.
More importantly, for the excursion area the second-order chaos is proportional to
the random L2 norm of the random field, whereas for level curves the second-order
chaos is proportional to a linear combination of the L2 norms of the eigenfunctions
of the field; the two chaoses are hence not perfectly correlated, unless the fields are
asymptotically monochromatic.

4. Proofs of the main results

In this Section we prove our main results. As anticipated in Section 2, the starting
point of our argument is the Stroock-Varadhan decomposition of CT (u) in (2.4).
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4.1. The mean square approximation

Let t ∈ R, the length of u-level curves can be formally represented as

Lu(t) =
∫
S2

δu(Z(x, t))∥∇Z(x, t)∥ dx,

where δu is the Dirac mass in u. For ϵ > 0 consider the ϵ-approximating u-level
curves length (see Lemma C.1 in Appendix C)

(4.1) Lϵ
u(t) := 1

2ϵ

∫
S2

1[u−ϵ,u+ϵ](Z(x, t))∥∇Z(x, t)∥ dx

and define accordingly the ϵ-approximating random variable

(4.2) Cϵ
T (u) :=

∫ T

0

(
Lϵ

u(t) − E [Lϵ
u(t)]

)
dt.

The following technical result is crucial and will be proved in Appendix C.
Lemma 4.1. — As ϵ → 0,

(4.3) Cϵ
T (u) → CT (u)

both a.s. and in L2(P), where CT (u) is defined as in (2.4).

4.2. The Wiener chaos expansion

In order to derive the analytic form for (2.6) we get inspired by the chaotic decom-
position for level curves of Gaussian random fields found in e.g. [KL01, MPRW16].
Let us introduce the collection of coefficients {αn,m : n, m ⩾ 1} and {βl(u) : l ⩾ 0},
related to the (formal) Hermite expansions of the norm ∥ · ∥ in R2 and the Dirac
mass δu(·) respectively:
(4.4) βq(u) := ϕ(u)Hq(u),
where ϕ is the standard Gaussian probability density function, Hl denotes the lth

Hermite polynomial and αn,m := 0 but for the case n, m even

(4.5) α2n,2m :=
√

π

2
(2n)!(2m)!

n!m!
1

2n+m
pn+m

(1
4

)
,

where for N = 0, 1, 2, . . . and x ∈ R

(4.6) pN(x) :=
N∑

j=0
(−1)j (−1)N

(
N

j

)
(2j + 1)!

(j!)2 xj.

In view of (2.3), we define the normalized gradient and derivatives for j = 1, 2
∇̃ := ∇/σ1, ∂̃j;x := ∂j;x/σ1.

Proposition 4.2 (Chaotic expansion for CT (u)). — For every T > 0 and q ⩾ 1,

(4.7) CT (u)[q] = σ1

q∑
m=0

m∑
k=0

αk,m−kβq−m(u)
(k)!(m − k)!(q − m)!

×
∫ T

0

∫
S2

Hq−m(Z(x, t))Hk

(
∂̃1;xZ(x, t)

)
Hm−k

(
∂̃2;xZ(x, t)

)
dx dt .
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As a consequence, one has the representation

(4.8) CT (u) = σ1

+∞∑
q=1

q∑
m=0

m∑
k=0

αk,m−kβq−m(u)
(k)!(m − k)!(q − m)!

×
∫ T

0

∫
S2

Hq−m(Z(x, t))Hk

(
∂̃1;xZ(x, t)

)
Hm−k

(
∂̃2;xZ(x, t)

)
dx dt ,

where the series converges in L2(Ω).
The proof of Proposition 4.2 is postponed to the Appendix D: first we compute

the chaotic expansion of Cϵ
T (u) in (4.2), then we let ϵ → 0 obtaining (4.8) thanks to

Lemma 4.1.
Let us investigate the chaotic components (4.7) starting from the case q = 1.

4.2.1. The first chaotic projection

The first term in the series (4.8) is

CT (u)[1] = σ1

√
π

2 uϕ(u)
∫
S2

Y0,0(x) dx
∫ T

0
a0,0(t) dt

= σ1
√

2πuϕ(u)
∫ T

0
a0,0(t) dt.

Lemma 4.3. — We have, as T → +∞,

lim
T → ∞

Var(CT (u)[1])
T 2−β0

= σ2
12π2u2ϕ(u)2 2C0(0)

(1 − β0)(2 − β0)
, if β0 ∈ (0, 1)

and

lim
T → ∞

Var(CT (u)[1])
T

= σ2
12π2u2ϕ(u)2

∫
R

C0(τ) dτ, if β0 = 1.

The proof of Lemma 4.3 is identical to the proof of [MRV21, Lemma 4.2] and hence
omitted. Recall that Assumption 1.3 ensures that C0(0) > 0 and that for β0 = 1∫

R
C0(τ) dτ ∈ (0, +∞);

it is worth noticing that CT (u)[1] ̸= 0 if and only if u ̸= 0.

4.2.2. The second order chaotic projection

Recall the notation (λℓ := ℓ(ℓ + 1)) from (1.10) and (2.3)

σ2
0 =

∑
ℓ

(2ℓ + 1)
4π

Cℓ(0) = 1, σ2
1 =

∑
ℓ

(2ℓ + 1)
4π

Cℓ(0)λℓ

2 .

Proposition 4.4. — The second order chaotic component can be written as

(4.9) CT (u)[2]

= σ1

2

√
π

2 ϕ(u)
∑

ℓ

(2ℓ + 1)
{(

u2 − 1
)

+ λℓ/2
σ2

1

}∫
[0,T ]

{
Ĉℓ(t) − Cℓ(0)

}
dt ,
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where Ĉℓ(t) is the sample power spectrum (4.10)

Ĉℓ(t) = 1
2ℓ + 1

ℓ∑
m=−ℓ

|aℓm(t)|2 = 1
2ℓ + 1

∫
S2

Zℓ(x, t)2dx.

Note that for every t ∈ R
E
[
Ĉℓ(t)

]
= Cℓ(0).

Proof of Proposition 4.4. — From Proposition 4.2,

CT (u)[2] = σ1
α0,0β2(u)

2

∫ T

0

∫
S2

H2(Z(x, t)) dx dt

+ σ1
α2,0β0(u)

2

∫ T

0

∫
S2

(〈
∇̃Z(x, t), ∇̃Z(x, t)

〉
− 2

)
dx dt.

Recall the basic (Green–Stokes) identity for a regular function T : S2 → R∫
S2

⟨∇T, ∇T ⟩dx = −
∫
S2

T∆S2T dx,

then

CT (u)[2] = σ1
α00β2(u)

2

∫
[0,T ]

∫
S2

(
Z(x, t)2 − 1

)
dxdt

− σ1
α20β0(u)

2
1
σ2

1

∫
[0,T ]

∫
S2

(
Z(x, t)∆S2Z(x, t) − 2σ2

1

)
dxdt

= σ1
α00β2(u)

2

∫
[0,T ]

∫
S2


(∑

ℓ

Zℓ(x, t)
)2

−
∑

ℓ

(2ℓ + 1)
4π

Cℓ

 dxdt

− σ1
α20β0(u)

2
1
σ2

1

∫
[0,T ]

∫
S2

{∑
ℓ

Zℓ(x, t)∆
∑
ℓ′

Zℓ′(x, t) − 2σ2
1

}
dxdt

= σ1
α00β2(u)

2

∫
[0,T ]

∫
S2

{∑
ℓ

∑
ℓ′

Zℓ(x, t)Zℓ′(x, t) −
∑

ℓ

(2ℓ + 1)
4π

Cℓ

}
dxdt

+ σ1
α20β0(u)

2
1
σ2

1

∫
[0,T ]

∫
S2

{∑
ℓ

∑
ℓ′

Zℓ(x, t)λℓ′Zℓ′(x, t) −
∑

ℓ

(2ℓ + 1)
4π

Cℓλℓ

}
dxdt

= σ1
α00β2(u)

2

∫
[0,T ]

{∑
ℓ

∫
S2

Zℓ(x, t)2dx − 4π
∑

ℓ

(2ℓ + 1)
4π

Cℓ

}
dt

+ σ1
α20β0(u)

2
1
σ2

1

∫
[0,T ]

{∑
ℓ

λℓ

∫
S2

Zℓ(x, t)2dx − 4π
∑

ℓ

λℓ
(2ℓ + 1)

4π
Cℓ

}
dt

= σ1
α00β2(u)

2

∫
[0,T ]

{∑
ℓ

(2ℓ + 1)Ĉℓ(t) −
∑

ℓ

(2ℓ + 1)Cℓ

}
dt

+ σ1
α20β0(u)

2
1
σ2

1

∫
[0,T ]

{∑
ℓ

λℓ(2ℓ + 1)Ĉℓ(t) −
∑

ℓ

λℓ(2ℓ + 1)Cℓ

}
dt

= σ1
α00β2(u)

2

∫
[0,T ]

∑
ℓ

(2ℓ + 1)
{
Ĉℓ(t) − Cℓ

}
dt
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+ σ1
α20β0(u)

2
1
σ2

1

∫
[0,T ]

∑
ℓ

(2ℓ + 1)ℓ(ℓ + 1)
{
Ĉℓ(t) − Cℓ

}
dt,

where Ĉℓ is given by

(4.10) Ĉℓ(t) := 1
2ℓ + 1

ℓ∑
m=−ℓ

|aℓm(t)|2 = 1
2ℓ + 1

∫
S2

Zℓ(x, t)2dx.

Also,

β0(u) = ϕ(u), β2(u) = ϕ(u)
(
u2 − 1

)
, α00 =

√
π

2 , α02 = 1
2

√
π

2
whence

α00β2(u)
2 = 1

2

√
π

2 ϕ(u)
(
u2 − 1

)
, α20β0(u)

2 = 1
4

√
π

2 ϕ(u).

We can then write the second-order chaos more compactly as

CT (u)[2] = σ1

2

√
π

2 ϕ(u)
(
u2 − 1

) ∫
[0,T ]

∑
ℓ

(2ℓ + 1)
{
Ĉℓ(t) − Cℓ

}
dt

+ σ1

4

√
π

2 ϕ(u) 1
σ2

1

∫
[0,T ]

∑
ℓ

(2ℓ + 1)λℓ

{
Ĉℓ(t) − Cℓ

}
dt

= σ1

2

√
π

2 ϕ(u)
∑

ℓ

(2ℓ + 1)
{(

u2 − 1
)

+ λℓ/2
σ2

1

}∫
[0,T ]

{
Ĉℓ(t) − Cℓ

}
dt

thus concluding the proof of Proposition 4.4. □

Remark 4.5. — The second order chaos can be also written in terms of Hermite
polynomials, since∫

[0,T ]

{
Ĉℓ(t) − EĈℓ(t)

}
dt

=
∫

[0,T ]

{ 1
2ℓ + 1

∫
S2

Zℓ(x, t)2dx − 1
2ℓ + 1

∫
S2
E
[
Zℓ(x, t)2

]}
dt

=
∫

[0,T ]

{
1

2ℓ + 1

∫
S2

Zℓ(x, t)2dx − 1
2ℓ + 1

∫
S2

2ℓ + 1
4π

Cℓ(0)dx

}
dt

=
∫

[0,T ]

1
2ℓ + 1

∫
S2

{
Zℓ(x, t)2dx − 2ℓ + 1

4π
Cℓ(0)

}
dxdt

=
∫

[0,T ]

1
2ℓ + 1

2ℓ + 1
4π

Cℓ(0)
∫
S2

{
Ẑℓ(x, t)2dx − 1

}
dxdt ,

so that

CT (u)[2] =
σ1

2

√
π

2 ϕ(u)
∑

ℓ

Cℓ(0)(2ℓ + 1)
4π

{(
u2 − 1

)
+ λℓ/2

σ2
1

}∫ T

0

∫
S2

H2
(
Ẑℓ(x, t)

)
dxdt,

as anticipated in (2.9).
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Remark 4.6 (Non-asymptotic monochromatic field). — In the special case of
monochromatic fields where

Cℓ(0) ̸= 0 ⇔ ℓ = ℓ⋆,

we have that (σ2
0 = 2ℓ+1

4π
Cℓ(0) = 1)σ2

1 = ℓ(ℓ+1)
2 and we get a straightforward general-

ization of the standard non-asymptotic expression for the second-order chaos for the
boundary length of a time-dependent random spherical harmonic, namely

CT (u)[2] =
√

ℓ(ℓ + 1)
2

1
2

√
π

2 u2ϕ(u)
∫

[0,T ]

∫
S2

H2(Zℓ(x, t))dxdt.

(Note that Ẑℓ = Zℓ in this case.)
Remark 4.7. — It is clear from (4.9) that the disappearance of the second-order

chaos at u = 0 (closely related to the Berry’s cancellation phenomenon) does not
occur for non-monochromatic space-time random fields – although it does occur in
the non-asymptotic monochromatic case (Remark 4.6). As we already showed in
Section 2, the cancellation can occur asymptotically (as T → ∞) in some cases of
long range dependent fields where the memory parameter attains its minimum on
a single multipole ℓ⋆; this can be viewed as a form of asymptotic monochromatic
behaviour.

From (2.9) we have
Var (CT (u)[2])(4.11)

= σ2
1π

8 ϕ2(u)E
[(∑

ℓ

(2ℓ + 1)
{(

u2 − 1
)

+ λℓ/2
σ2

1

}

Cℓ(0)
4π

∫
[0,T ]

∫
S2

H2
(
Ẑℓ(x, t)

)
dxdt

)2


= σ2
1π

8 ϕ2(u)
∑

ℓ

(2ℓ + 1)2
{

(u2 − 1) + λℓ/2
σ2

1

}2
Cℓ(0)2

(4π)2 E(∫
[0,T ]

∫
S2

H2
(
Ẑℓ(x, t)

)
dxdt

)2


= σ2
1π

8 ϕ2(u)
∑

ℓ

(2ℓ + 1)2
{(

u2 − 1
)

+ λℓ/2
σ2

1

}2
Cℓ(0)2

(4π)2

×
∫

[0,T ]2

∫
S2×S2

E
[
H2

(
Ẑℓ(x, t)

)
H2

(
Ẑℓ(y, s)

)]
dxdtdyds

= σ2
1π

8 ϕ2(u)
∑

ℓ

{(
u2 − 1

)
+ λℓ/2

σ2
1

}2

∫
[0,T ]2

∫
S2×S2

2 (2ℓ + 1)2

(4π)2 Cℓ(t − s)2Pℓ(⟨x, y⟩)2dxdtdyds

= σ2
1π

8 ϕ2(u)
∑

ℓ

2 (2ℓ + 1)2

(4π)2

{(
u2 − 1

)
+ λℓ/2

σ2
1

}2
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∫
[0,T ]2

Cℓ(t − s)2dtds
∫
S2×S2

Pℓ(⟨x, y⟩)2dxdy

= σ2
1π

4 ϕ2(u)
+∞∑
ℓ=0

(2ℓ + 1)2
{

(u2 − 1) + λℓ/2
σ2

1

}2 ∫
[0,T ]2

Cℓ(t − s)2 dt ds,

recalling that
∫
S2×S2 Pℓ(⟨x, y⟩)2dxdy = (4π)2/(2ℓ + 1). In view of (4.11), we will need

the following result.

Lemma 4.8 ([MRV21, Lemma 4.3]). — Fix ℓ ∈ Ñ. If 2βℓ < 1, then

lim
T → ∞

1
T 2−2βℓ

∫
[0,T ]2

C2
ℓ (t − s)dtds = 2Cℓ(0)2

(1 − βℓ)(1 − 2βℓ)
.

If 2βℓ > 1, then

lim
T → ∞

1
T

∫
[0,T ]2

C2
ℓ (t − s)dtds =

∫
R

Cℓ(τ)2 dτ .

Proposition 4.9. — For 2βℓ∗ < 1 and β0 ⩽ βℓ∗ we have that

(4.12) lim
T → ∞

Var (CT (u)[2])
T 2−2βℓ⋆

= σ2
1π

4 ϕ2(u)
∑

ℓ ∈ I⋆

(2ℓ + 1)2Cℓ(0)2

(1 − 2βℓ)(1 − βℓ)

{(
u2 − 1

)
+ λℓ/2

σ2
1

}2

.

For 2βℓ∗ > 1 and 2β0 > 1 we have that

(4.13) lim
T → ∞

Var (CT (u)[2])
T

= σ2
1π

4 ϕ2(u)
∞∑

ℓ=0
(2ℓ + 1)2

{
(u2 − 1) + λℓ/2

σ2
1

}2 ∫
(−∞,+∞)

C2
ℓ (τ)dτ.

Proof. — For 2βℓ∗ < 1 and β0 ⩽ βℓ∗ , from Lemma 4.8, bearing in mind (1.4), we
can use Dominated Convergence Theorem (as well as [MRV21, Lemmas 4.7 and 4.8])
to get

lim
T → ∞

Var (CT (u)[2])
T 2−2βℓ⋆

= lim
T → ∞

σ2
1π

4 ϕ2(u)
∞∑

ℓ=0

T 2−2βℓ(2ℓ + 1)2

T 2−2βℓ⋆

{(
u2 − 1

)
+ λℓ/2

σ2
1

}2 ∫
[0,T ]2

C2
ℓ (t − s)
T 2−2βℓ

dtds

= σ2
1π

4 ϕ2(u)
∞∑

ℓ=0
lim

T → ∞

T 2−2βℓ(2ℓ + 1)2

T 2−2βℓ⋆

{(
u2 − 1

)
+ λℓ/2

σ2
1

}2
Cℓ(0)2

(1 − βℓ)(1 − 2βℓ)
dtds

= σ2
1π

4 ϕ2(u)
∑

ℓ ∈ I⋆

(2ℓ + 1)2Cℓ(0)2

(1 − 2βℓ)(1 − βℓ)

{(
u2 − 1

)
+ λℓ/2

σ2
1

}2

.

The proof of (4.13) is analogous and hence omitted. □
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4.2.3. Higher-order chaotic projections

Let us investigate the asymptotic distribution, as T → +∞, of CT (u) for q ⩾ 3. In
the short memory case, it is trivial to see that, as T → +∞,

Var(CT (u)[q]) = O(T ).

Note that the constants involved in the bound depend on q, but they are uniformly
square summable. The terms which are of smaller order are clearly negligible; it
is thus sufficient to establish that the fourth order cumulants of the non-negligible
chaotic components are o(T 2). The proof of this upper bound is standard and
straightforward, following the same steps as given for instance in [MRV21].

The next Proposition refers to the long memory case and shows that all chaotic
components other than the leading one are uniformly negligible, in the limit T →
+∞.

Proposition 4.10. — For 2βℓ∗ < min{β0, 1}, as T → +∞,∑
q ⩾ 3

Var(CT (u)[q]) = O
(
T 2− 5

2 βℓ⋆
)

.

Proof. — We have∑
q ⩾ 3

Var(CT (u)[q])

=σ2
1
∑
q ⩾ 3

Var
( q∑

m=0

m∑
k=0

αk,m−kβq−m(u)
k!(m − k)!(q − m)!∫ T

0

∫
S2

Hq−m(Z(x, t))Hk

(
∂̃1,xZ(x, t)

)
Hm−k

(
∂̃2,xZ(x, t)

)
dxdt

)

=σ2
1
∑
q ⩾ 3

q∑
m1=0

m1∑
k1=0

q∑
m2=0

m2∑
k2=0

αk1,m1−k1βq−m1(u)
k1!(m1 − k1)!(q − m1)!

αk2,m2−k2βq−m2(u)
k2! (m2 − k2)! (q − m2)!∫

[0,T ]2

∫
S2×S2

E
[
Hq−m1(Z(x, t))Hk1

(
∂̃1,xZ(x, t)

)
Hm1−k1

(
∂̃2,xZ(x, t)

)
Hq−m2(Z(y, s))Hk2

(
∂̃1,xZ(y, s)

)
Hm2−k2

(
∂̃2,xZ(y, s)

) ]
dxdydtds.

Hence we can write∑
q ⩾ 3

Var
(
CT (u)[q]

)

⩽ σ2
1
∑
q ⩾ 3

∑
i1+i2+i3=q

∑
j1+j2+j3=q

|αi1,i2βi3(u)|
i1!i2!i3!

|αj1,j2βj3(u)|
j1!j2!j3!

Uq (i1, i2, i3, j1, j2, j3) ,

where Uq(i1, i2, i3, j1, j2, j3) is a sum of at most q! terms of the type

(4.14)
∫

[0,T ]2

∫
S2×S2

q∏
u=1

E
[
∂̃lu,xZ(x, t)∂̃hu,xZ(y, s)

]
dx dy dt ds ,
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where lu, hu ∈ {0, 1, 2} and by ∂̃lu,xZ(x, t) we denote the normalized partial deriva-
tives with respect to the first or second variable (in our convention, if lu = 0 then
∂̃0,xZ(x, t) = Z(x, t)). In particular,

|Uq (i1, i2, i3, j1, j2, j3)|

⩽ q! (4π)2
∞∑

ℓ1, ..., ℓq=0

(2ℓ1 + 1)ℓ2
1

4π

(2ℓ2 + 1)ℓ2
2

4π
· · ·

(2ℓq + 1)ℓ2
q

4π

Cℓ1(0)Cℓ2(0) · · · Cℓq(0) T 2−(βℓ1 +βℓ2 +···+βℓq)(
1 − βℓ1 − βℓ2 − · · · − βℓq

) (
2 − βℓ1 − βℓ2 − · · · − βℓq

) + O(T )

⩽
q! (4π)2 T 2−qβℓ⋆

minq

{(
1 − βℓ1 − βℓ2 − · · · − βℓq

) (
2 − βℓ1 − βℓ2 − · · · − βℓq

)}
( ∞∑

ℓ=0

Cℓ(0)(2ℓ + 1)ℓ2

4π

)q

.

Indeed, let us investigate the behavior of one of these terms:∫
[0,T ]2

∫
S2×S2

E [∂2,xZ(x, t)∂2,yZ(y, s)]2 E [Z(x, t)∂2,yZ(y, s)]q−2 dx dy dt ds

=
∫

[0,T ]2

∫
S2×S2

 ∞∑
ℓ1=0

Cℓ1(t − s)(2ℓ1 + 1)
4π

∂2;x∂2 ; yPℓ1(⟨x, y⟩)
2

×

 ∞∑
ℓ3=0

Cℓ3(t − s)(2ℓ3 + 1)
4π

∂2 ; yPℓ3(⟨x, y⟩)
q−2

=
∫

[0,T ]2

∫
S2×S2

∞∑
ℓ1,ℓ2=0

Cℓ1(t − s)Cℓ2(t − s)(2ℓ1 + 1)
4π

(2ℓ2 + 1)
4π

∂2;x∂2;yPℓ1(⟨x, y⟩)∂2 ; x∂2;yPℓ2(⟨x, y⟩)
∞∑

ℓ3,...,ℓq=0
Cℓ3(t − s) · · · Cℓq(t − s)(2ℓ3 + 1)

4π
· · · (2ℓq + 1)

4π

∂2 ; yPℓ3(⟨x, y⟩) · · · ∂2 ; yPℓq(⟨x, y⟩)

⩽ (4π)2σ2
1

∫
[0,T ]2

∞∑
ℓ1,ℓ2=0

Cℓ1(t − s)Cℓ2(t − s)(2ℓ1 + 1)
4π

(2ℓ2 + 1)
4π

ℓ2
1ℓ

2
2

∞∑
ℓ3, ..., ℓq=0

Cℓ3(t − s) · · · Cℓq(t − s)(2ℓ3 + 1)
4π

· · · (2ℓq + 1)
4π

ℓ3 · · · ℓq

=
∞∑

ℓ1, ..., ℓq=0

(2ℓ1 + 1)
4π

(2ℓ2 + 1)
4π

ℓ2
1ℓ

2
2
(2ℓ3 + 1)

4π
· · · (2ℓq + 1)

4π
ℓ3 · · · ℓq∫

[0,T ]2
Cℓ1(t − s) · · · Cℓq(t − s) dt ds
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=
∞∑

ℓ1, ..., ℓq=0

(2ℓ1 + 1)
4π

(2ℓ2 + 1)
4π

(2ℓ3 + 1)
4π

· · · (2ℓq + 1)
4π

ℓ2
1ℓ

2
2 ℓ3 · · · ℓq

Cℓ1(0)Cℓ2(0) · · · Cℓq(0) T 2−(βℓ1 +βℓ2 +···+βℓq)(
1 − βℓ1 − βℓ2 − · · · − βℓq

) (
2 − βℓ1 − βℓ2 − · · · − βℓq

) + O(T ) ,

where for the last equality we used [MRV21, Lemma 4.11] and the fact that, from (1.4),∑∞
ℓ=0

Cℓ(0)(2ℓ+1)ℓ2

4π
< +∞. As a consequence,∑

q ⩾ 3
Var(CT (u)[q])

⩽ σ2
1
∑
q ⩾ 3

∑
i1+i2+i3=q

∑
j1+j2+j3=q

|αi1,i2βi3(u)|
i1!i2!i3!

|αj1,j2βj3(u)|
j1!j2!j3!

q! (4π)2 T 2−qβℓ⋆

minq

{(
1 − βℓ1 − βℓ2 − · · · − βℓq

) (
2 − βℓ1 − βℓ2 − · · · − βℓq

)}
( ∞∑

ℓ=0

Cℓ(0)(2ℓ + 1)ℓ2

4π

)q

= σ2
1
∑
q ⩾ 3

q! (4π)2 T 2−qβℓ⋆

minq

{(
1 − βℓ1 − βℓ2 − · · · − βℓq

) (
2 − βℓ1 − βℓ2 − · · · − βℓq

)}
 ∑

i1+i2+i3=q

|αi1,i2βi3(u)|
i1!i2!i3!

( ∞∑
ℓ=0

Cℓ(0)(2ℓ + 1)ℓ2

4π

) i1+i2+i3
2


2

= σ2
1 (4π)2 T 2− 5

2 βℓ⋆

minq

{(
1 − βℓ1 − βℓ2 − · · · − βℓq

) (
2 − βℓ1 − βℓ2 − · · · − βℓq

)}
∑
q ⩾ 3

q!

 ∑
i1+i2+i3=q

|αi1,i2βi3(u)|
i1!i2!i3!

( ∞∑
ℓ=0

Cℓ(0)(2ℓ + 1)ℓ2

4π T (1− 5
2q )βℓ⋆

) i1+i2+i3
2


2

.

So that for each ε > 0 there exists Tε > 0 such that( ∞∑
ℓ=0

Cℓ(0)(2ℓ + 1)ℓ2

4π T (1− 5
2q )βℓ⋆

) i1+i2+i3
2

=
( ∞∑

ℓ=0

Cℓ(0) (2ℓ + 1)ℓ2

4π T (1− 5
2q )βℓ⋆

)q/2

< εq/2 ,

for each T ⩾ Tε. Hence

∑
q ⩾ 3

q!

 ∑
i1+i2+i3=q

|αi1,i2βi3(u)|
i1!i2!i3!

( ∞∑
ℓ=0

Cℓ(0) (2ℓ + 1)ℓ2

4π T (1− 5
2q )βℓ⋆

) i1+i2+i3
2


2

=
∑
q ⩾ 3

q!
∑

i1+i2+i3=q

∑
j1+j2+j3=q

|αi1,i2βi3(u)|
i1!i2!i3!

|αj1,j2βj3(u)|
j1!j2!j3!

×
( ∞∑

ℓ=0

Cℓ(0) (2ℓ + 1)ℓ2

4π T (1− 5
2q )βℓ⋆

)q
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⩽
∑
q ⩾ 3

q!
∑

i1+i2+i3=q

∑
j1+j2+j3=q

|αi1,i2βi3(u)|
i1!i2!i3!

|αj1,j2βj3(u)|
j1!j2!j3!

εq.

Now, arguing as in [DNPR19, Section 6.2.2], we have that the previous quantity is
equal to

∑
q ⩾ 3

q!
∑

i1+i2+i3=q

∑
j1+j2+j3=q

|αi1,i2βi3(u)|
i1!i2!i3!

|αj1,j2βj3(u)|
j1!j2!j3!

εq

=
∑
q ⩾ 3

εq
∑

i1+i2+i3=q

∑
j1+j2+j3=q

√
(i1 + i2 + i3)!

√
(j1 + j2 + j3)!

× |αi1,i2βi3(u)|
i1!i2!i3!

|αj1,j2βj3(u)|
j1!j2!j3!

=
∑
q ⩾ 3

εq
∑

i1+i2+i3=q

∑
j1+j2+j3=q

√
(i1 + i2 + i3)!

i1!i2!i3!

√
(j1 + j2 + j3)!

j1!j2!j3!

× |αi1,i2βi3(u)|√
i1!i2!i3!

|αj1,j2βj3(u)|√
j1!j2!j3!

⩽
∑
q ⩾ 3

εq

√√√√ ∑
i1+i2+i3=q

∑
j1+j2+j3=q

(i1 + i2 + i3)!
i1!i2!i3!

(j1 + j2 + j3)!
j1!j2!j3!

×

√√√√ ∑
i1+i2+i3=q

∑
j1+j2+j3=q

|αi1,i2βi3(u)|2

i1!i2!i3!
|αj1,j2βj3(u)|2

j1!j2!j3!

⩽
∑
q ⩾ 3

K1(q)εq

√√√√ ∑
i1+i2+i3=q

∑
j1+j2+j3=q

(i1 + i2 + i3)!
i1!i2!i3!

(j1 + j2 + j3)!
j1!j2!j3!

where

K1(q) =
∑

i1+i2+i3=q

|αi1,i2βi3(u)|2

i1!i2!i3!
⩽ const,

uniformly in q note that this is the variance of the q−th order chaos for the expansion
of the boundary length for a unit variance spherical random field. On the other hand,√√√√ ∑

i1+i2+i3=q

∑
j1+j2+j3=q

(i1 + i2 + i3)!
i1!i2!i3!

(j1 + j2 + j3)!
j1!j2!j3!

=
∑

i1+i2+i3=q

(i1 + i2 + i3)!
i1!i2!i3!

= 3q,

whence
∑
q ⩾ 3

K1(q)εq

√√√√ ∑
i1+i2+i3=q

∑
j1+j2+j3=q

(i1 + i2 + i3)!
i1!i2!i3!

(j1 + j2 + j3)!
j1!j2!j3!

=
∑
q ⩾ 3

K1(q)εq3q < ∞,

since one can choose ε < 1
3 . Consequently, we just proved that

(4.15)
∑
q ⩾ 3

Var(CT (u)[q]) = O
(
T 2− 5

2 βℓ⋆
)

= o
(
T 2−2βℓ⋆

)
thus concluding the proof of Proposition 4.10. □
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4.3. Proof of Theorem 2.6

We will need the following well known result.

Theorem 4.11 ([DM79, Taq79]). — Let ξ(t), t ∈ R, be a real measurable mean-
square continuous stationary Gaussian process with mean E [ξ(t)] and covariance
function ρ(t − s) = ρ(|t − s|) = Cov(ξ(t), ξ(s)). Moreover, assume that

(4.16) ρ(t − s) = L(|t − s|)
|t − s|β

, with 0 < β < 1,

where L is a slowly varying function. Let F : R → R be a Borel function such that
E [F (N)2] < +∞, where N is a standard Gaussian random variable. Then it is a
well known fact that can be expanded as follows

F (ξ) =
∞∑

k=0

bk

k!Hk(ξ) , where bk =
∫
R

F (ξ)Hk(ξ)ϕ(ξ)dξ .

Assume there exists an integer r, the so-called Hermitian rank, such that b0 = b1 =
· · · = br−1 = 0 and br ̸= 0. Then, if β ∈ (0, 1/r), we have that the finite-dimensional
distributions of the random process

XT (s) = 1
T 1−βr/2L(T )r/2

∫ T s

0
[F (ξ(t)) − b0] dt , 0 ⩽ s ⩽ 1 ,

converge weakly, as T → ∞, to the ones of the Rosenblatt process of order r, that is

Xβ(s) := br

r!

∫
(Rr)′

ei(λ1+···+λr)s − 1
i(λ1 + · · · + λr)

W (dλ1) · · · W (dλr)
|λ1 · · · λr|(1−β)/2 dt , 0 ⩽ s ⩽ 1 ,

where W is a complex Gaussian white noise.

Proof of Theorem 2.6. — Recall that 2βℓ⋆ < min(β0, 1). From Lemma 4.3 we have

lim
T → ∞

Var(CT (u)[1])
T 2−2βℓ⋆

= 0 .

Moreover, thanks to Proposition 4.10,

lim
T → ∞

∑
q ⩾ 3 Var(CT (u)[q])

T 2−2βℓ⋆
= 0 ,

so that, recalling also Proposition 4.9,

(4.17) CT (u)
T 1−βℓ⋆

= CT (u)[2]
T 1−βℓ⋆

+ oP(1) .

Moreover, since in L2(Ω) we have the following equality (recall Remark 4.5)

CT (u)[2] =
σ1

2

√
π

2 ϕ(u)
∑

ℓ

Cℓ(0)(2ℓ + 1)
4π

{(
u2 − 1

)
+ λℓ/2

σ2
1

}∫ T

0

∫
S2

H2
(
Ẑℓ(x, t)

)
dxdt,
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it holds that

(4.18) CT (u)[2]
T 1−βℓ⋆

=
∑

ℓ ∈ I⋆

σ1

2

√
π

2 ϕ(u)Cℓ(0)
{(

u2 − 1
)

+ λℓ/2
σ2

1

}

×
ℓ∑

m=−ℓ

1
T 1−βℓ⋆

∫ T

0
H2 (âℓm(t)) dt + oP(1) ,

where âℓm(t) := alm(t)/
√

Cℓ(0). Indeed, recalling Proposition 4.9, we have that
(4.19)

lim
T → ∞

Var (CT (u)[2])
T 2−2βℓ⋆

= σ2
1π

4 ϕ2(u)
∑

ℓ ∈ I⋆

(2ℓ + 1)2Cℓ(0)2

(1 − 2βℓ)(1 − βℓ)

{(
u2 − 1

)
+ λℓ/2

σ2
1

}2

.

and hence that

lim
T → ∞

E


CT (u)[2]

T 1−βℓ⋆
− 1

T 1−βℓ⋆

∑
ℓ ∈ I⋆

ℓ∑
m=−ℓ

J2(u)
2 Cℓ(0)

∫ T

0
H2(âℓ,m(t)) dt

2


= lim
T → ∞

σ2
1π

4 T 2−2βℓ⋆
ϕ2(u)

∑
ℓ /∈ I⋆

(2ℓ + 1)2
{(

u2 − 1
)

+ λℓ/2
σ2

1

}2 ∫
[0,T ]2

Cℓ(t − s)2dtds .

From (4.17) and (4.18), in order to understand the asymptotic distribution of CT (u),
it suffices to investigate the leading term on the right hand side of (4.18). Recall
Assumption 1.3, for ℓ ∈ I⋆ we have that

Cℓ(τ) = Gℓ(τ)
(1 + |τ |)βℓ⋆

,

where in particular Gℓ is a slowly varying function. Hence, setting ξ(t) = aℓ,m(t) in
Theorem 4.11, we automatically have that ρ = ρℓ = Cℓ, L = Lℓ = Gℓ and, as a
consequence, that

Xℓ,m
T := 1

T 1−βℓ⋆

∫ T

0
H2(âℓ,m(t)) dt

d−→ Xm;βℓ⋆

a (βℓ⋆) , as T → ∞ ,

for all m = −ℓ, . . . , ℓ, where, for each m, Xm;βℓ⋆ is a standard Rosenblatt random
variable (2.11) of parameter βℓ⋆ . Moreover, since the Xℓ,m

T are all independent for
each T we have that

ANNALES HENRI LEBESGUE



Level curves of sphere-cross-time random fields 609

C̃T (u) =

√√√√ T 2−2βℓ⋆

Var CT (u)[2]
∑

ℓ ∈ I⋆

σ1

2

√
π

2 ϕ(u)Cℓ(0)
{(

u2 − 1
)

+ λℓ/2
σ2

1

}

×
ℓ∑

m=−ℓ

∫ T
0 H2 (âlm(t)) dt

T 1−βℓ⋆
+ oP(1)

d−→

σ2
1π

4 ϕ2(u)
∑

ℓ ∈ I⋆

(2ℓ + 1)2Cℓ(0)2

(1 − 2βℓ)(1 − βℓ)

{(
u2 − 1

)
+ λℓ/2

σ2
1

}2
−1/2

×
∑

ℓ ∈ I⋆

σ2
1

2

√
π

2 ϕ(u)Cℓ(0)
{(

u2 − 1
)

+ λℓ/2
σ2

1

}
ℓ∑

m=−ℓ

Xm,βℓ⋆

a (βℓ⋆)

d=
∑
ℓ∈I⋆

Cℓ(0)√
v⋆

{(
u2 − 1

)
+ λℓ/2

σ2
1

}
V2ℓ+1(1, . . . , 1 ; βℓ⋆) ,

where

v⋆ = a (βℓ⋆)2 ∑
ℓ ∈ I⋆

2(2ℓ + 1)2Cℓ(0)2

(1 − 2βℓ)(1 − βℓ)

{(
u2 − 1

)
+ λℓ/2

σ2
1

}2

and the proof of Theorem 2.6 is concluded. □

Some auxiliary results are collected in the four appendixes that follow.

Appendix A. Covariance structure

In this Section we collect technical results on the covariance structure of the field
(Z, ∇Z).

Lemma A.1. — Let Z be a space-time spherical random field satisfying Assump-
tion 1.1 and Assumption 1.2. Then for all points x = (θx, φx), y = (θy, φy) ∈
S2 \ {N, S}, the covariance structure of (Z, ∇Z) is

E [Z(x, t)Z(y, s)] = Γ(⟨x, y⟩, t − s),

E [Z(x, t)∂1;yZ(y, s)]

=
∞∑

ℓ=0

2ℓ + 1
4π

Cℓ(t − s)P ′
ℓ(⟨x, y⟩) {− cos θx sin θy + sin θx cos θy cos(φx − φy)} ,

E [Z(x, t)∂2;yZ(y, s)] =
∞∑

ℓ=0

2ℓ + 1
4π

Cℓ(t − s)P ′
ℓ(⟨x, y⟩) {sin θx sin(φx − φy)} ,

and moreover
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E [∂1;xZ(x, t)∂1;yZ(y, s)] =
∞∑

ℓ=0

2ℓ + 1
4π

Cℓ(t − s)P ′′
ℓ (⟨x, y⟩) {− cos θx sin θy + sin θx cos θy cos(φx − φy)}

× {− sin θx cos θy + cos θx sin θy cos(φx − φy)}

+
∞∑

ℓ=0

2ℓ + 1
4π

Cℓ(t − s)P ′
ℓ(⟨x, y⟩) {sin θx sin θy + cos θx cos θy cos(φx − φy)} ,

E [∂1;xZ(x, t)∂2;yZ(y, s)] =
∞∑

ℓ=0

2ℓ + 1
4π

Cℓ(t − s)P ′′
ℓ (⟨x, y⟩)

× {− sin θx cos θy + cos θx sin θy cos(φx − φy)} {sin θx sin θy sin(φx − φy)}

+
∞∑

ℓ=0

2ℓ + 1
4π

Cℓ(t − s)P ′
ℓ(⟨x, y⟩) cos θx sin θy sin(φx − φy) ,

E [∂2;xZ(x, t)∂2;yZ(y, s)] =

−
∞∑

ℓ=0

2ℓ + 1
4π

Cℓ(t − s)P ′′
ℓ (⟨x, y⟩) sin θx sin θy sin2(φx − φy)

+
∞∑

ℓ=0

2ℓ + 1
4π

Cℓ(t − s)P ′
ℓ(⟨x, y⟩) sin θx sin θy cos(φx − φy) .

The proof of these results is entirely analogous to the one given in [CM20, App-
endix] and hence omitted; note that in the latter reference the definition of ∂2;y
differs by a factor 1

sin θy
, i.e., covariant derivatives are used in the computations.

Appendix B. Measurability issues

Let us recall that the space-time spherical random field Z satisfies Assumptions 1.1
and 1.2.

Let u ∈ R be a fixed threshold, for t ∈ R we consider the level set Z(·, t)−1(u) :=
{x ∈ S2 : Z(x, t) = u} which is an a.s. C1 manifold of dimension 1. Indeed, for every t,
Z(·, t) ∈ C1(S2), and for every x ∈ Z(·, t)−1(u) the covariance of (Z(x, t), ∇xZ(x, t))
is non-degenerate, hence Bulinskaya’s lemma/Ylvisaker’s lemma ensures that there
exists Ωt ⊆ Ω, P(Ωt) = 1, such that for every ω ∈ Ωt, the value u is regular for
Z(·, t)(ω), i.e.

∇xZ(x, t)(ω) ̸= 0 for every x such that Z(x, t)(ω) = u.

Hence, on Ωt we can define

Lu(t) := H1
(
Z(·, t)−1(u)

)
.
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Remark B.1. — Clearly, the previous discussion does not ensure that there exists
Ω0 ⊆ Ω, P(Ω0) = 1 s.t., for every ω ∈ Ω0 the value u is regular for Z(·, t)(ω) for
every t. In other words, we cannot guarantee that a boundary length process Lt(u),
indexed by t ∈ R, exists. However, in Lemmas B.2 and B.3 to follow, we are going to
prove that, for any T > 0, the value u is regular for Z(·, t)(ω) outside of a negligible
subset of (ω, t) ∈ Ω × [0, T ]. This is sufficient to define our quantity of interest CT (u)
for every T > 0 in (2.4), see also Lemma 2.1.

By stationarity, the law of Lu(t) does not depend on t, in particular E[Lu(t)]
does not depend on t, and can be computed via the Kac–Rice formula [AW09,
Theorem 6.8] or the Gaussian Kinematic Formula [AT07, Theorem 13.2.1] to be

E[Lu(t)] = σ1 · 2πe−u2/2,

where σ1 is defined as in (2.3). In order to define our functional of interest and prove
that it is indeed a random variable, we need the following technical result.

Lemma B.2. — For every T > 0, the set
AT :=

{
(ω, t) ∈ Ω × [0, T ] : {x ∈ S2 : |Z(x, t)(ω) − u| = 0, |∇Z(x, t)(ω)| = 0} = ∅

}
= {(ω, t) ∈ Ω × [0, T ] : the value u is regular for Z(·, t)(ω)} .

is measurable, i.e., AT ∈ F ⊗ B([0, T ]).
Proof. — Fix {xi}i ∈N to be a dense sequence in S2; for n, k ∈ N, define the set

(B.1) AT
n,k :=

⋂
i ∈N

{
(ω, t) ∈ Ω × [0, T ] : |Z(xi, t, ω) − u| ⩾ 1

n

}

∪
{

(ω, t) ∈ Ω × [0, T ] : |∇Z(xi, t, ω)| ⩾ 1
k

}
which is measurable by construction, i.e. AT

n,k ∈ F ⊗ B([0, T ]). We will show that
AT equals
(B.2)

⋃
k, n ∈N

AT
n,k =: ÂT ,

so that, in particular, AT is measurable. Indeed,
(B.3) AT ⊆ ÂT ,

because if (ω, t) ∈ AT , then
(B.4) inf

x ∈ S2 : Z(x,t)(ω)=u
|∇Z(x, t)(ω)| =: l > 0

hence by continuity of x 7→ Z(x, t)(ω) and x 7→ ∇Z(x, t)(ω) there exist k̃, ñ ∈ N s.t.

(B.5) inf
x ∈ S2 : |Z(x,t)(ω)−u|< 1

ñ

|∇Z(x, t)(ω)| > l/2 >
1
k̃

.

Thus (ω, t) ∈ AT
ñ,k̃

. On the other hand, if (ω, t) ∈ ÂT , then there exist ñ, k̃ ∈ N s.t.
(ω, t) ∈ AT

ñ,k̃
, that is,

(B.6) inf
i ∈N : |Z(xi,t)(ω)−u| < 1/ñ

|∇Z(xi, t)(ω)| ⩾ 1/k̃.
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By continuity of Z(·, t)(ω) and ∇Z(·, t)(ω), and density of the sequence {xi}i,
(B.7) inf

x ∈ S2 : |Z(x,t)(ω)−u|<1/2ñ
|∇Z(x, t)(ω)| ⩾ 1/k̃

hence
(B.8) inf

x ∈ S2 : Z(x,t)(ω)=u
|∇Z(x, t)(ω)| ⩾ 1/k̃ > 0

and (ω, t) ∈ AT . □

Lemma B.3. — Let T > 0. There exists Ω̃T ⊆ Ω, P(Ω̃T ) = 1, such that for every
ω ∈ Ω̃T there exists IT (ω) ⊆ [0, T ], Leb(IT (ω)) = T , such that the value u is regular
for Z(·, t)(ω) for every t ∈ IT (ω).

We are now in a position to prove Lemma 2.1. (Lemma B.3 will be established
right after.)

Proof of Lemma 2.1. — In view of Lemma B.3, let us define Ω̃ := ∩n ∈NΩ̃n

(P(Ω̃) = 1), hence for every ω ∈ Ω̃ there exists I(ω) ⊆ [0, +∞) (Leb(I(ω)c) = 0)
such that the value u is regular for Z(·, t)(ω) for every t ∈ I(ω). □

On Ω̃ we can define the quantity

CT (u)(ω) :=
∫ T

0

(
Lu(t)(ω) − E[Lu(t)]

)
dt

for every T > 0, which is a random variable.
Proof of Lemma B.3. — For T > 0, we consider the measure space
([0, T ], B([0, T ]), Leb[0,T ]), and define

AT := {(ω, t) ∈ Ω × [0, T ] : the value u is regular for Z(·, t)(ω)}.

From Lemma B.2, AT is measurable (AT ∈ F ⊗ B([0, T ])). In particular, the section
AT

t = {ω ∈ Ω : the value u is regular for Z(·, t)(ω)}
is a measurable set and contains Ωt ensuring that P(AT

t ) = 1. A standard application
of Fubini’s theorem gives

(B.9) T =
∫ T

0
P(AT

t ) dt = E
[∫ T

0
1AT (ω, t) dt

]

implying that there exists Ω̃T ⊆ Ω, P(Ω̃T ) = 1, such that for every ω ∈ Ω̃T we have∫ T
0 1AT (ω, t) dt = T. □

Appendix C. Square integrability
In this Section first we prove that CT (u) is square integrable. By a standard

application of Jensen’s inequality and the stationarity of the model we have
(C.1) E

[
CT (u)2

]
⩽ T 2Var(Lu(0))

for any T > 0. Hence it suffices to prove that Lu(0) is square integrable (clearly, it
is equivalent to show that Lu(t) is so, for any t ∈ R).

Recall the definition of ϵ-approximating random variables Lϵ
u(t) in (4.1).
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Lemma C.1. — Let t ∈ R be fixed. As ϵ → 0,

(C.2) Lϵ
u(t) → length

(
Z(·, t)−1(u)

)
= Lu(t)

both a.s. and in L2(P).

Proof. — The following conditions are satisfied:
(1) for every fixed t ∈ R, the random field Z(·, t) is with probability one a Morse

function on S2, see Section 2.1 for details;
(2) the covariance function Γ of the field is at least twice continuously differen-

tiable with strictly positive second-order derivative in a neighborhood of the
origin, meaning that ∑

ℓ

ℓ2 2ℓ + 1
4π

Cℓ(0) < ∞.

Note that this expression is strictly positive unless Cℓ(0) = 0 for all ℓ ⩾ 1.

Also, (2) implies that the second derivative of the covariance function is continuous
at the origin, and hence

1 − Γ(cos θ, 0) = Γ′′(0, 0)θ2 + o(θ2), as θ → 0.

We recall incidentally that
∂2

∂θ2 Γ(cos θ) =
∑

ℓ

2ℓ + 1
4π

CℓP
′′
ℓ (cos θ) sin2 θ −

∑
ℓ

2ℓ + 1
4π

CℓP
′
ℓ(cos θ) cos θ

which by Cauchy–Schwartz inequality has a unique maximum for θ = 0, given by

Γ′′(0, 0) =
∑

ℓ

2ℓ + 1
4π

λℓ

2 Cℓ.

For notational simplicity we prove that the L2-expansion holds at u = 0; the
proof for different values is identical. Our argument is quite standard, see for in-
stance [MRW20].

We know that the boundary length is defined almost-surely by

L0(t)= lim
ε → 0

L0 ; ε(t),

L0 ; ε(t) :=
∫
S2

δε(Z(x, t)) ∥∇Z(x, t)∥ dx,

where

δε(Z(x, t)) :=
{

0 for x : Z(x, t) > ε
1
2ε

for x : Z(x, t) ⩽ ε

and the almost-sure convergence follows from the standard arguments [RW08, Lem-
ma 3.1]. Indeed, because δε is integrable and Z(·) is Morse we have, using the coarea
formula for a fixed t ∈ R (see i.e., [AT07, p. 169])∫

S2
δε(Z(x, t)) ∥∇Z(x, t)∥ dx =

∫
R

{∫
Z−1(s,t)

δε(Z(x, t))dx

}
ds
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and thus we obtain∫
R

{∫
Z−1(s,t)

δε(Z(x, t))dx

}
ds = 1

2ε

∫ ε

−ε
length

[
Z−1(s, t)

]
ds → length

[
Z−1(0, t)

]
,

as ε → 0, because the function s → length[Z−1(s, t)] is continuous for Morse func-
tions, see 1. In particular, (C.2) holds a.s.

We now want to show that the convergence occurs also in the L2 sense; because
convergence holds almost surely, it is enough to show that

lim
ε → 0

E
[
L2

0;ε(t)
]

= E
[
L2

0(t)
]

.

Indeed, we have that

lim
ε → 0

E
[
(L0(t) − L0;ε(t))2

]
= lim

ε → 0
E
[(

L2
0(t) + L2

0;ε(t) − 2L0(t)L0 ; ε(t)
)]

= 2E
[
L2

0(t)
]

− 2 lim
ε → 0

E [L0(t)L0 ; ε(t)] = 0,

because by Fatou’s Lemma and Cauchy–Schwartz inequality

E
[
L2

0(t)
]
⩽ lim

ε → 0
inf E [L0(t)L0 ; ε(t)] ⩽ lim

ε → 0

√
E [L2

0(t)]E
[
L2

0 ; ε(t)
]

= E
[
L2

0(t)
]

.

Note that, by the coarea formula

E
[
L2

0 ; ε(t)
]

= E
[{∫

S2
{δε(Z(x, t)) ∥∇Z(x, t)∥} dx

}2
]

= E

{∫
R

∫
Z(x,t)=u

δε(Z(x, t))dxdu

}2


= E
[{∫

R
Lu(t)δε(u)du

}2
]

,

where as before by Lu(t) we denote the length of the set Z(x, t) = u. We can now
show that the application u → E [L2

u(t)], or more explicitly

E
[
L2

u(t)
]

=
∫
S2×S2

E
[

∥∇Z(x1, t)∥ ∥∇Z(x2, t)∥
∣∣∣∣Z(x1, t) = u, Z(x2, t) = u

]
× ϕZ(x1,t),Z(x2,t)(u, u)dx1dx2

= 8π2
∫ π

0
E
[

∥∇Z(N, t)∥ ∥∇Z(y(θ), t)∥
∣∣∣∣Z(N, t) = u, Z(y(θ), t) = u

]
ϕZ(N,t),Z(y(θ),t)(u, u) sin θdθ,

is continuous. The integrand function is obviously continuous in u, and thus to check
the latter statement it is enough to use Dominated Convergence Theorem. We first
note that

ϕZ(N,t),Z(y(θ),t)(u, u) sin θ

⩽ ϕZ(N,t),Z(y(θ),t)(0, 0) sin θ = 1
2π
√

1 − Γ2(cos θ, 0)
sin θ = O(1),
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uniformly over θ, because

1 − Γ2(cos θ, 0) = (1 + Γ(cos θ, 0))(1 − Γ(cos θ, 0)) ⩾ c

θ2 .

On the other hand, to evaluate

E
[

∥∇Z(x1, t)∥ ∥∇Z(x2, t)∥ | Z(Nt) = u, Z(y(θ), t) = u
]

we can use Cauchy–Schwartz inequality, and bound

E
[
w2

i

∣∣∣Z(N, t) = u, Z(y(θ), t) = u
]

= Var
[
wi

∣∣∣Z(N, t) = u, Z(y(θ), t) = u
]

+
{
E
[
wi

∣∣∣Z(N, t) = u, Z(y(θ), t) = u
]}2

,

for i = 1, 2, 3, 4, where 
w1
w2
w3
w4

 :=
(

∇Z(x1, t)
∇Z(x2t)

)
.

It is a standard fact for Gaussian conditional distributions that

Var [wi| Z(N, t) = u, Z(y(θ), t) = u] ⩽ V ar [wi] < ∞.

Similarly, standard results on Gaussian conditional expectations give (compare
[Wig10, Appendix A],)

E


w1
w2
w3
w4

∣∣∣∣∣∣∣∣∣Z(N, t) = u, Z(y(θ)t) = u

 = BT
ℓ (θ)A−1

ℓ (θ)
(

u
u

)
,

where

BT
ℓ (θ) =


∑

ℓ
2ℓ+1

4π
CℓP

′
ℓ(cos θ) sin θ 0
0 0
0 ∑

ℓ
2ℓ+1

4π
CℓP

′
ℓ(cos θ) sin θ

0 0

 ,

A−1
ℓ (θ) = 1

1 − Γ2(cos θ, 0)

(
1 −Γ(cos θ, 0)

−Γ(cos θ, 0) 1

)
,
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That we obtain for the conditional expected value

1
1 − Γ2(cos θ, 0)

−∑
ℓ

2ℓ+1
4π

CℓP
′
ℓ(cos θ) sin θ Γ(cos θ)∑ℓ

2ℓ+1
4π

CℓP
′
ℓ(cos θ) sin θ

0 0
−Γ(cos θ)∑ℓ

2ℓ+1
4π

CℓP
′
ℓ(cos θ) sin θ −∑

ℓ
2ℓ+1

4π
CℓP

′
ℓ(cos θ) sin θ

0 0


(

u
u

)

= 1
1 − Γ2(cos θ)


u(Γ(cos θ, 0) − 1)∑ℓ

2ℓ+1
4π

CℓP
′
ℓ(cos θ) sin θ

0
u(1 − Γ(cos θ, 0))∑ℓ

2ℓ+1
4π

CℓP
′
ℓ(cos θ) sin θ

0



= 1
1 + Γ(cos θ, 0)


−u

∑
ℓ

2ℓ+1
4π

CℓP
′
ℓ(cos θ) sin θ

0
u
∑

ℓ
2ℓ+1

4π
CℓP

′
ℓ(cos θ) sin θ

0

 .

This vector function is immediately seen to be uniformly bounded over θ, whence
the Dominated Convergence Theorem holds. To conclude the proof, we note that

E
[
L2

0(t)
]
⩽ lim inf

ε → 0
E
[{∫

S2
{δε(Z(x, t)) ∥∇Z(x, t)∥} dx

}2
]

= lim inf
ε → 0

E
[
L2

0;ε(t)
]
⩽ lim sup

ε → 0
E
[
L2

0;ε(t)
]

(by Fatou’s Lemma and definitions) and then

= lim sup
ε → 0

E
[{∫

S2
{δε(Z(x, t)) ∥∇Z(x, t)∥} dx

}2
]

= lim sup
ε → 0

E
[{∫

R
Lu(t)δε(u)du

}2
]

(by co-area formula) and

⩽ lim sup
ε → 0

∫
R
E
[
L2

u(t)
]

δε(u)du = E
[
L2

0(t)
]

,

by Cauchy–Schwartz, the definition of the δ function and continuity of the application
u → E[L2

u(t)]. We have thus shown that E[L2
ε(t)] → E[L2

0(t)], and the proof of
Lemma C.1 is completed. □

Appendix D. Chaotic decomposition

We need the following standard technical result, adapted from the nodal case
[MPRW16] to any threshold u ∈ R.
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Lemma D.1. — The following decomposition holds in L2(Ω)
1
2ε

1[u−ε,u+ε](Z) =
+∞∑
l=0

1
l!β

ε
l (u) Hl(Z),

where Z ∼ N (0, 1), and for l ⩾ 1

βε
l (u) = − 1

2ε
(ϕ (u + ε) Hl−1 (u + ε) − ϕ (u − ε) Hl−1 (u − ε)) ,

while for l = 0
βε

0 = 1
2ε

∫ u+ε

u−ε
ϕ(t) dt.

Moreover, as ε → 0,
βε

l (u) → βl(u),
where βl(u) coincides with (4.4) for every l.

We are now ready to establish the chaotic decomposition of the average boundary
length.

Proof of Proposition 4.2. — For fixed x ∈ S2, t ∈ R, the projection of the random
variable

1
2ε

1[u−ϵ,u+ϵ](Z(x, t))
∥∥∥∇̃Z(x, t)

∥∥∥
onto the chaos Cq, for q ⩾ 0, equals

q∑
m=0

m∑
k=0

αk,m−kβϵ
q−m(u)

(k)!(m − k)!(q − m)!Hq−m(Z(x, t))Hk

(
∂̃1;xZ(x, t)

)
Hm−k

(
∂̃2;xZ(x, t)

)
,

where {βϵ
l (u)}l is the collection of chaotic coefficients found in Lemma D.1. Since∫

0,T ]
∫
S2 dxdt < ∞, standard arguments based on Jensen’s inequality and dominated

convergence yield that Cϵ
T (u)[0] = 0 while for q ⩾ 1

Cε
T (u)[q] =

q∑
m=0

m∑
k=0

αk,m−kβϵ
q−m(u)

(k)!(m − k)!(q − m)!∫
0,T ]

∫
S2

Hq−m(Z(x, t))Hk

(
∂̃1;xZ(x, t)

)
Hm−k

(
∂̃2;xZ(x, t)

)
dxdt

in L2(Ω). In view of Lemma C.1 and Lemma D.1, the random variable CT (u) being
in the Wiener chaos, one has that for every q, as ε → 0, Cε

T (u)[q] necessarily converge
to the qth chaotic component of CT (u), that is, CT (u)[q] as in (4.7), still in L2(Ω). □
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