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1176 A.-L. DALIBARD & C. PERRIN

We investigate the Cauchy problem for initial data which are small perturbations in the
non-congested zone of traveling wave profiles. We prove two different results. First, we show
that for arbitrarily large perturbations, the Cauchy problem is locally well-posed in weighted
Sobolev spaces. The solution we obtain takes the form (vs, us)(t,x — Z(t)), where & < Z(¢)
is the congested zone and x > Z(t) is the non-congested zone. The set {z = Z(¢)} is a free
boundary, whose evolution is coupled with the one of the solution. Second, we prove that if
the initial perturbation is sufficiently small, then the solution is global. This stability result
relies on coercivity properties of the linearized operator around a traveling wave, and on the
introduction of a new unknown which satisfies better estimates than the original one. In this
case, we also prove that traveling waves are asymptotically stable.

RESUME. — Cet article est consacré a 1’étude d’un modele de congestion unidimensionnel,
composé de deux phases distinctes. Dans la phase congestionnée, la pression est libre et la
dynamique est incompressible, tandis que dans la phase non congestionnée, le fluide obéit a
une dynamique compressible avec une pression nulle.

Nous étudions le probleme de Cauchy pour des données initiales qui sont de petites pertur-
bations de profils d’ondes progressives dans la zone non congestionnée. Nous prouvons deux
résultats différents. Premiérement, nous montrons que pour des perturbations arbitrairement
grandes, le probléeme de Cauchy est localement bien posé dans des espaces de Sobolev a poids.
La solution obtenue prend la forme (vs, us)(t,x — Z(t)), ot © < Z(t) est la zone congestionnée
et © > Z(t) est la zone libre. La ligne {x = Z(t)} est une frontiere libre, dont I’évolution est
couplée a celle de la solution. Deuxiemement, nous prouvons que si la perturbation initiale est
suffisamment petite, alors la solution est globale. Ce résultat de stabilité repose sur des proprié-
tés de coercivité de I'opérateur linéarisé autour d’une onde progressive, et sur 'introduction
d’une nouvelle inconnue qui satisfait de meilleures estimations que I’inconnue initiale. Dans ce
cas, nous prouvons également que les ondes progressives sont asymptotiquement stables.

1. Introduction

The purpose of this paper is to construct solutions of the fluid system

(11&) 8#)—8111:0,

1
(1.1b) Byt + Oyp — 1, (Ua,;u) 0,
(1.1c) v>1 (v—1p=0, p=0,
(1.1d) Y=o = 07, g = 1,

for a large class of initial data (2°, u"), with
(v, u)(t, ) Rl (Ug, us).

The variable v represents the specific volume of the fluid, that is the inverse of
the density, while u denotes its velocity. Equations (1.1) are actually a reformula-
tion in Lagrangian coordinates of the constrained Navier—Stokes system introduced
in [BPZ14]. We further assume that

(1.2) vo=1, vy >1, u_>u;.

We do not impose a limit condition on the pressure variable p which is actually
linked to (7, u). The pressure is indeed seen as a Lagrange multiplier associated to
the constraint d,u > 0 on {v = 1}. The condition d,u > 0 in {v = 1} ensures
formally through the mass equation that » remains larger than 1, provided z,—¢ > 1
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Local and global well-posedness of one-dimensional free-congested equations 1177

(see also [MRCSV11]). Nevertheless, in the present study where no external force is
taken into account and sufficiently regular solutions are considered, we guarantee
the incompressibility condition d,u = 0 inside the congested region.

Let us recall a few facts about system (1.1), and be more specific about the contents
of the present paper. It describes a partially congested system, consisting of two
different phases. In the phase {#z > 1} (non-congested phase where p = 1/v < 1), the
pressure vanishes and the dynamic is compressible. In the phase {z = 1} (congested
phase), the pressure is activated and the dynamic is incompressible.

From the modeling point of view, the system (1.1) may apply in various contexts.
A first example is given by the dynamics of two-phase flows in presence of pure-phase
(or saturation) regions as described by Bouchut et al. in [BBCROO]. In this context,
the constrained variable is the volume fraction which has to stay between 0 and
1, the extremal values corresponding to the pure-phase states. Another domain of
application of Equations (1.1) is the modeling of collective motion (like crowds or
vehicular traffic, see for instance [BG17, DHN11, MRCSV11]). There, the maximal
density limit (or equivalently the minimal specific volume) corresponds to a micro-
scopic packing constraint, constraint which is locally achieved when the agents are
in contact. In this framework, models of type (1.1) are called hard congestion models
(see [Maul2]). Finally, let us also mention the connections between (1.1) and models
for wave-structure interactions developed in the very recent years by Lannes [Lanl7]
and Godlewski et al. [GPSMW18|. A similar constraint to (1.1c) can be indeed
formulated to express the two possible states of the flow: pressurized in the “interior”
domain at the contact with the structure (the height being then constrained by the
structure), free in the exterior domain.

It can be easily checked that there exist traveling wave solutions (u, v)(x — st)
for (1.1). These were constructed in [DP20] and their main features are recalled
below in Lemma 2.1. They consist of a congested zone for z — st < 0, and of a
non-congested zone for x — st > 0, in which » is the solution of a logistic equation
(see Figure 2.1 below). The setting of the current paper is the following: we consider
initial data (4°, 2°) which are smooth perturbations of the traveling wave profiles
(u,7) in the non-congested zone x > 0 only. In other words, u%(z) = u(x) = u_ and
?°(z) = v_ =1 for < 0. Under compatibility conditions on the initial data, we
prove that there exists a local strong solution of (1.1). Furthermore, this solution is
global provided the initial perturbation is sufficiently small.

Originally, the study of density constrained fluid systems begins with the proof
of the existence of global weak solutions by Lions and Masmoudi [LM99] for the
multi-dimensional free-congested Navier—-Stokes equations. The result is achieved
via a penalty approach: the equations are approximated by a fully compressible
Navier—Stokes system in which the maximal density constraint has been relaxed and
the (compressible) pressure plays the role of the penalty function. Later, the same
type result was obtained in [PZ15] by means of a soft congestion approximation
which consists of a fully compressible Navier—Stokes system with a singular pressure
law blowing up as the density approaches 1. Contrary to the former study, the
maximal density constraint is satisfied even at the approximate level which can
be useful from the numerical point of view (see for instance [DHN11, PS22]), and
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1178 A.-L. DALIBARD & C. PERRIN

relevant from the physical point of view if one thinks for instance of the influence
of repulsive social forces in collective motion. If the constructed weak solutions can
theoretically couple the free and congested states, the previous existence results do
not give any information about the congested domain and about the time evolution
of its boundary. In other words, it was not clear whether free and congested states
actually co-exist within a given weak solution.

The existence of more regular solutions to (1.1) for initial mixed compressible-
incompressible data is, up to our knowledge, a largely open problem. Comparatively
to other compressible-incompressible free boundary problems like the ones studied
in [Shil6] or in [CGS16], we have to handle the fact that the interface between
the free (compressible) domain and the congested (incompressible) domain is not
closed, i.e. matter passes through the boundary and the volume of the congested
region evolves with time. Besides, the identification of appropriate transmission
conditions across the interface is a non-trivial issue which is for instance raised
in [BR17] by Bresch and Renardy. In the hyperbolic framework of wave-structure
interactions (WSI), the recent study of Iguchi and Lannes [IL19] provides a one-
dimensional existence result in H™, m > 2 (regularity of the solution in the “exterior”
domain, which is called the free domain in our framework). This result has been
then extended to the dispersive Boussinesq case in [BLM21, BL22|, and to the two-
dimensional axisymmetric case in [Boc20]. Finally, the study [MSMTT19] includes
viscosity effects, still in an axisymmetric configuration. The congestion problem (1.1)
is similar to the viscous WSI problem [MSMTT19] in the sense that it can be
formulated as a mixed initial-boundary value problem with a implicit coupling of the
(parabolic) PDEs describing the dynamics in the free/exterior zone with a nonlinear
ODE. This ODE (see (2.15) below) represents the evolution of the free-congested
interface in (1.1), while in [MSMTT19] the ODE models the vertical motion of the
structure (the contact line between the fluid and the structure is there constant due
to the axisymmetric hypothesis).

As said before, partially congested propagation fronts (u, v)(z — st) for the vis-
cous system (1.1) have already been identified in the previous study [DP20]. These
traveling waves are such that v, # and the (effective) flux p — pd, u are continuous
across the free-congested interface. But the core of [DP20] is devoted to the analysis
of approximate traveling waves (7., #).~o solutions to the soft congestion approxi-
mation of (1.1). Under some smallness condition (quantified in terms of ) on the
initial perturbation, the profiles (7., #.).~o are shown to be asymptotically stable.
This result is achieved by means of weighted energy estimates. It relies on the use of
integrated variables and a reformulation of the system in the variables (7., w.) where
w. = u. — 0, In v. is the so-called effective velocity. Roughly speaking, the use of
this new velocity induces regularization effects on the specific volume v., effects pre-
viously identified (among others) by Shelukhin [She84], Bresch, Desjardins [BD06],
Vasseur and Yao [VY16], Haspot [Has18]. The use of the integrated variables is re-
lated to the structure of the dissipation and source terms. As detailed in Section 4.1
below, it enables the derivation of uniform-in-time energy estimates on the solution.

Unfortunately, as ¢ — 0 the smallness condition on the initial perturbations
degenerates and no stability can be inferred directly for the limit profiles (v, u).
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Local and global well-posedness of one-dimensional free-congested equations 1179

The present study contains three main results related to initial perturbations of
the profile (v, u) in the free zone. We demonstrate a local well-posedness result for
large data as well as a global result for small initial perturbations. Finally, we prove
the asymptotic stability of the profile (7, #). Similarly to the case € > 0 described
above, our analysis is based on energy estimates and the use of the effective velocity
to rewrite the equation on the specific volume (1.1a) as a parabolic equation with
a nonlinear diffusion. One significant difference between the two studies is that the
effective velocity w = u — pud, In v satisfies in the present case a pure transport
equation in the free domain due to the absence of pressure in that region. As a
consequence, the two equations in v and w can be decoupled, which simplifies
somehow the dynamics and the derivation of estimates on ». One the other hand,
and more importantly, the analysis (in particular the global-in-time existence proof)
is made here more difficult as a result of the dynamics of the new free boundary,
i.e. the interface between the free and congested domains, which is coupled to the
dynamics of (u, v) itself through a continuity condition imposed at the interface
(see (2.2)-(2.3)). Similarly to the WSI problem tackled by Iguchi and Lannes [IL19],
we introduce a new variable (see g; defined in the next section) which allows us to
have a good control of the motion of the interface.

These results are presented in the next section.

2. Main results and strategy

As explained in the introduction, we will construct solutions in the vicinity of
the traveling wave solution (u, v)(z — st). Hence we first recall some features of the
profile (u, v):

LEmMMA 2.1 ([DP20]). — Assume that u— > uy, vy > 1,v_ =1, and let
U — Uy
§i=—7.

Uy — 1
Then there exists a unique (up to a shift) traveling wave solution of (1.1). This
traveling wave propagates at speed s and is of the form (u, v)(x — st). Furthermore,

1 it x <0,
1+ (vy — 1) exp(—svyx/p)
U=uy+8svy —Sv=u_+~+sv_ — sv.

ifx>0,"

In the zone x < 0, the pressure is constant and equal to p_ = s*(v, — 1). Eventually,
introducing the effective velocity w = u — ud, In v, we have

Z_U(.CE) — U/_]_x<0 + ’LL+1I>0.

The profile is represented in Figure 2.1.

Let us now explicit our assumptions on the initial data (u°, 2°):

(H1) Partially congested initial data: (u®,v") € (u,v) + L'(R), and such that
u(r) =u(z) =u_, ’(z) = v(z) =1if z < 0;
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Figure 2.1. Top left: the profiles v and p, top right: the profiles u and w, below:
the profile of the effective flux p — pu'.

(H2) Regularity: 1,0(u® — u,2° — u) € H3(R,) and 1, 0v/208 2" € L*(R,) for
k=1,2, where w° = u° — 19, In 0°;
(H3) Compatibility: u®(0%) = u_, 2°(0%) =1, and

(0,u°) 09 ,,0 2.0
2.1 — — 10, v 0y 0 =0;
2 S ot it
(H4) Non-degeneracy: 0,7°(07) > 0, 9,u°(0") < 0 and 2°(z) > 1 for z > 0;
(H5) Decay: 1,-0V° € L*(R,), where VO(z) := — [>(v° — ), and 1,50(1 +

V)WY € L2(R,), where W0 := — [*(@w® — uy).

Under these assumptions, the solution of (1.1) associated with (u°,v°), if it exists,
will not be a traveling wave. However, it is reasonable to expect such a solution to be
congested in a zone x < Z(t), and non-congested in a zone x > Z(t), where the free
boundary z = Z(t) is an unknown of the problem. The dynamics of the interface is
actually encoded in the continuity condition that we impose on the specific volume,
namely:

(2.2) WtED)) =1 V¢

By differentiating the relation with respect to time, we then get:
(2.3) ()= ——"—"
The free boundary problem (1.1) differs from “classical” free boundary problems

associated with a kinematic condition at the interface. In that latter case, the
regularity of Z’ is the same as the regularity of the solution at the boundary, while
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Local and global well-posedness of one-dimensional free-congested equations 1181

there is here a loss of one derivative for ¥’ with respect to the solution v. The
boundary condition (2.3) is fully nonlinear (see the study of Iguchi, Lannes [IL19]).
Eventually, using the mass equation, we get the dynamics of Z:

(2.4) #(1) = — e
(%le:;Jr
We actually prove the following result:
THEOREM 2.2 (Local in time result). — Let (u° oY) satisfying the assump-

tions (H1)-(H5).

Then there exists T' > 0 and & € H ([0,T)), with £(0) = 0, 7'(0) = —[5% oot 5
such that (1.1) has a unique maximal solution (u,v) of the form (u, ( x) =
(us, vs)(t,x — Z(t)) on the interval [0,T), where us(t,z) = u_, vs(t, x) 1 and

ps(t, r) = —p(0rus) g0+ for x < 0. Furthermore,

(2.5) vs(t,z) >1 forallt €[0,T), >0,

and the solution (us,vs) has the following regularity in the free domain:

(2.6) ve— 9, uy — i € L([0,T); HY(R,)),

(27) v — ), Oilus — ) € L ([0,T); H'(R,)) N L*((0,T); H*(Ry)) .
Eventually, the pressure in the congested domain satisfies

(2.8) ps € H(0,T).

Our second result shows the global existence of the solution provided the initial
perturbation is small.

THEOREM 2.3 (Global in time result and asymptotic stability). — Let (u°, 2°)

satisfying the assumptions (H1)-(H5). Assume moreover that

(2.9) 1 >ovVroiw® € L*(R),

and let

& =0 — 3l 0 2 volI?
0= Hy N v‘ H3(R4) + Hu N u‘ H3(]R+) T Hw U 2wy t H L2(Ry)
0 k, 0
+a+ vaw| iy T ;;1 |a+vadke],, .

Then, there exist constants ¢y, 0y > 0 depending only on the parameters of the
problem s, pi, vy, uy, such that for all 6 € (0,0d), if

(2.10) &0 < b,
then the solution (T, us,vs) is global, and

|vs = || Loo e 3Ry )) + Jt0s — | ooy B3R L)) + (127 — S,y < C6.
Furthermore

(2.11) |Z'(t) — s| + sup ‘(us,vs,ps)(t,x) — (u, ?},ﬁ)(x)‘ — 0 ast— +oo,
zeR

where p(x) = p_1lz <oy
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1182 A.-L. DALIBARD & C. PERRIN

The strategy of proof is the following. We work in the shifted variable = — Z(t).
Since (u,v) is expected to be constant in # — Z(t) < 0, we only consider the system
satisfied by (us,vs) in the positive half-line, which reads

(2.12a) Opws — T'(t)0pvs — Opus =0, t>0, x>0
1
(2.12b) Oyus — T' (1) Opuus — p0, (&Eus) =0, t>0, >0
Vs
U

(2.12¢) (Vs Us)jo=0 = (1,u_), lemm(vs(t,x) s(t,x)) = (vy,uy) ¥V t>0.

We have already seen that the dynamics of T is coupled with the dynamics of (vs, us)
through (2.4). In order to construct a solution of (2.12), it will be more convenient
to modify the equation on v, in order to make the regularizing effects of the diffusion
more explicit. Indeed, setting ws; = us — pd, Inv,, we find that equation (2.12b) can
be written as

Opvs — &' (1) 0pvs — > Invg = dpw,, t >0, > 0.
Moreover,
(2.13) Ows — T (t)0pws =0, >0, x>0,

therefore w,(t,z) = w°(x + Z(t)) for all t > 0,2 > 0 provided Z'(¢) > 0 for all ¢ > 0.
In particular, letting z — 0%, we obtain

(2.14) U_ — pOpUgpor = W’ (Z(L)).
Gathering (2.14) and (2.4) leads to

aa:us\m=0+
GO

(2.15) ()= —p

Since wy(t, r) = w'(z + Z(t)), the equation on v, rewrites
O — 7' (1)0pvs — p0pe Inwg = 0w (x + Z(t)), t>0, >0,
(2.16) Uso—o = 1, lim w(t, ) = vy,
Vsjr—o = v’
Thus we will build a solution (Z, vs, us) of (2.15)-(2.16)-(2.12¢) thanks to the following
fixed point argument:

0
O u\z:0+

T 9.0 )
T z=0+

(1) For any given § € HZ_ (R, ), such that y(0) = 0 and 7'(0) =

we
consider the solution v of the equation
v —§ ()00 — pOye Inv = 0w’ (x + g(t)), t>0, x>0,
(2.17) Up=o = 1, lim v(t,z) = vy,
Vjt—0 = 0.

We prove that under suitable conditions on the initial data, there exists a
unique solution v € v + L (R, H(R,)), and we derive higher regularity
estimates.
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(2) We then consider the unique solution u € u + L. (R, H (R, )) of
Ou — § ()0t — p0y (i@mu) =0 t>0, >0,
(2.18) Ujg—o = u—, lim u(t,z) = uy,
Upy—g = 1’
where v is the solution of (2.17). Once again, we derive regularity estimates

on u.
(3) Eventually, we define

_ t Qpu(r,07)
t) = — / ) dr,
S S
and we consider the application 7 : 5 € Hp (Ry) — Z € HE (R,).
We prove that for Ty > 0 small enough the application 7 is a contraction on
H?(0,Ty), and therefore has a unique fixed point.

We then need to prove that the solution (Z, vs, us) provided by the fixed point of
T is global when the initial energy is small (see Hypothesis (2.10)). First, we will use
space-integrated variables in order to avoid an exponential dependency with respect
to time in the energy estimates. Next, we prove in Section 6 that if the initial data
is sufficiently small, then ||Z' — s||z: remains bounded (and small) on the existence
time of the solution. The key ingredient to get this property is the introduction of
the new unknown g; = —s(v — 2) — pd,(*=%) = A(v — v) where 9,4 is the linearized
operator around v. We exhibit coercivity properties for the linearized operator, and
we prove that g; satisfies an equation of the type

Org1 + A0,g1 = quadratic terms.

Whence we deduce good estimates on both g; and ¥’ — s.

We finally need to check that the solution (Z,vs,us) of (2.15)-(2.16)-(2.12¢) is
indeed a solution of the original problem. Since system (2.12) has been modified, this
is not completely obvious. In fact, we need to check that the function ws; = us—pIn vy
is indeed equal to w®(z +Z(t)). To that end, let us compute the equation satisfied by
w; if vy is the solution of (2.16) and if u, is the solution of (2.12¢). Combining (2.16)
and (2.12c), we have

(2.19) Dyws — 7 (1), — 1y (;ast) — 0, (Ulaxwo(x + i(t))) .

s

Furthermore, the condition uy,—o+ = u_ ensures that
Ws|z=0+ = U— — Maxvs|a::0+,
and using the equation (2.16) together with (2.15)
O Wsjg—0+ = Oplgjp—ot+ — (Opg IN Vgjp—ot

_ wo(f(t» —u- () + ;E’(t)@xvs‘x:m + 81»@1/0(55@))-

1
Taking a linear combination of these two equations leads to
(2.20) 1O0pWsjz—o+ + T (D) Wyjpmot = T (Z(t)) + po,w® (T(t)).
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1184 A.-L. DALIBARD & C. PERRIN

It can be easily proved that the unique solution of (2.19)-(2.20) endowed with the
initial data = is the function @w(- + Z(¢)). Thus the function (v, u,) constructed as
the solution of (2.16)-(2.12c), where 7 is the solution of (2.15), is in fact a solution
of (2.12). We extend this solution in x < 0 by setting vy(t,x) = 1, us(t, ) = u_, and
we set by continuity of the effective flux

ps(t, @) = —p0pUspeo+r = T' (1) (u_ - wo(f(t))) Vo <0.
Eventually, we come back to the original variables and set

(U7 U,p)(t, l') = (US7 U’S7p8)(t7 T — f(t))
Then it is easily checked that (v,w,p) is a solution of the original system (1.1).

Remark 2.4. — As said in the introduction, System (1.1) is a Lagrangian formu-
lation of the constrained Navier—Stokes equations

Op + Ox(pu) =0,
(2.21) Oi(pu) + Ox(pu?) 4+ Op — pd?u = 0,
0<p<l, p=20, (1—-pp=0,

where x denotes the Lagrangian space variable and p = 1/v is density of the fluid.
Wagner proved in [Wag87] the equivalence (for weak solutions) between the Euler-
ian and the Lagrangian frameworks for unconstrained equations. Hence, our result
provides the existence and the uniqueness of a partially congested solution to the
Eulerian equations (2.21), solution which is regular on both sides of the interface.
Similarly to the computations presented above, the continuity of the density at the
interface encodes the dynamics of the Eulerian interface, denoted x. We get

OxUix(t) +
OxPlx(t) +
Observe that the difference between the Eulerian dynamics and the Lagrangian one
is the shift by the material velocity u_. This is in accordance with the Lagrangian
standpoint.

Let us finally emphasize that the passage to Lagrangian mass coordinates is classi-
cal for the study of one-dimensional Navier—Stokes equations. Indeed, the Lagrangian

mass coordinates provide regularizing effects on the specific volume (or the density)
via the introduction of the effective velocity w.

X(t) =u_+

Remark 2.5 (About the regularity of ). — In the above discussion, we have
claimed that we will prove the existence of a fixed point Z in H?_(Ry). Let us
discuss why this regularity is required on Z. First, we need a control of ¥’ in L>°(R )
in order to control the transport equation (2.13) satisfied by w;. Next, we see in (2.15)
that the control in L*> of T requires a bound on d,us in L>*(R; x R), while this
latter bound would a priori rely on a control of 2”7 in L7, (R, ) (see Proposition A.1
in the Appendix). Therefore the regularity z € H2_ (R, ) is the minimal regularity
which allows us to formally close the fixed point argument.

Remark 2.6 (About uniqueness and more general initial perturbations). — Let
us emphasize that Theorem 2.8 provides uniqueness for equation (1.1) within the
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Local and global well-posedness of one-dimensional free-congested equations 1185

class of solutions that are congested on a half line {x < Z(¢)}, and free on a half line
{z > Z(t)}. An interesting question, which is out of the scope of the present paper,
would be to prove uniqueness within a larger class of functions, e.g. smooth perturba-
tions of translations of the profile (u, ). Note that such functions may have several
disconnected congested zones. Hence the study of the associated solution involves
several free boundary problems, at each junction between a free and a congested
zone. We identify at least two new and different difficulties. First, the congested
zones have finite lengths, and therefore the different interfaces are connected to each
other. Second, at every junction within the congested zone of the traveling profile,
for a smooth perturbation, the first derivative of v is continuous and equal to zero.
Therefore, the dynamics given by (2.3) is no longer valid, and the analysis cannot
be extended easily.

In a related fashion, let us recall that this study is concerned with perturbations
only affecting the “free part” of the traveling wave profile (v, u, p). This allows us to
concentrate the analysis on the free domain {x > Z(t)}. Nevertheless, it would be
interesting to study more general perturbations of (v, , p), including for instance a
free zone {v° > 1} in {z < 0}. It would be then necessary to analyze the coupled
dynamics between the two disconnected free domains through the interior congested
phase. This is actually out of the scope of the present paper and it is left for future
work.

The organization of the paper is the following. Given the discussion above, the goal
is to construct a fixed point of the application 7. Most of the proof is devoted to the
derivation of suitable energy estimates on vs. We first prove the well-posedness of
equation (2.17) in Section 3. Higher regularity estimates on vs and estimates for the
solution ug of (2.18) are then derived in Section 4. We prove in Section 5 that 7 is
a contraction and get therefore the local-wellposedness result stated in Theorem 2.8.
Eventually, for small initial perturbations, we extend in Section 6 the local solutions
and show the asymptotic stability of the profiles (o, #) which completes the proof of
Theorem 2.3. We have postponed to the Appendix several technical results.

Notation. Throughout the paper, we denote by C' a constant depending only on
the parameters of the problem, i.e. uy, u_, vy, s, and p.

3. Well-posedness of equation (2.17)

This section is devoted to the proof of well-posedness of equation (2.17), and to
the derivation of some preliminary bounds. In order to alleviate the notation, we
drop the indices s. Throughout this section, we assume that y is a given function
in H%(0,7T), such that g(0) = 0, y’(t) > 0 for all ¢ € [0,7], and satisfying the
compatibility condition

(3.1) 7(0) =

We approximate equation (2.17) by considering an equation in a truncated, bounded
domain (0, R) with R > 0. We derive L>, L' and energy bounds on the sequence

0
O Y=o+

_ : ]
Op D=0+
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of approximated solutions, which are all uniform in R. Passing to the limit as the
domain fills out the whole half-line, we recover the well-posedness of (2.17).
Therefore, for R > 2, we consider the following equation in (0,7") x (0, R)

(3.2a) Ot (t, x) — g (1) 0,07 (t, 2) — pdpra(vli(t, z)) = (xrO.w°) (x + Y(t)),
(32b) ol = o0,
(3.2¢) Uﬁzo =1, vﬁ:R = Up=R,

where the nonlinearity in the diffusion term has been changed in order to avoid
degeneracy. The function a € C*(R) is such that a(z) = In(x) for z € [1/2, C]| where
C := 2sup ¢°. Note that with this choice, C' > v,. We also assume that there exists
v > 0 such that v < d/(z) < v~ for all z € R. The initial datum %% is defined by
" = 0O g + 9,—r(1 — xr), where xp € C*(R) satisfies yp(z) =1if 2 < R — 2
and yg(r) = 0 if x > R — 1. This change in the initial condition and in the source
term ensures that the compatibility conditions at first and second order are satisfied
at t =0, x = R, namely

(3.3) Uﬁ:o,sz = Up—r, zj/(O)axvff:O’x:R + 1 (8323 In UR)\t:o,x:R =0

The following result is a straightforward consequence of [LSU68, Theorem 6.2, Chap-
ter 5):

LEMMA 3.1 ([LSU68, Theorem 6.2]). — There exists a > 0 such that sys-
tem (3.2¢) has a unique solution v® € C([0,T] x [0, R]) such that d,vf € C*((0,T) x
(0, R)) and 9,,v® € C*((0,T) x (0, R)).

Proof. — We merely check the assumptions of [LSU68, Theorem 6.2, Chapter 5].
Due to the assumptions on the function a, we only need to verify that the initial data
satisfies the compatibility conditions. Note that the function (¢, z) € (0,7) x (0, R)
v%E(z) coincides with v% on the sets {t = 0}, {x = 0} and {x = R}. Furthermore,
thanks to (3.1) and to (3.3) we have the compatibility conditions

(g/(o)ax 7/07R + ;uaxx In UO’R) 0 = 806 ZU|2::07

(34) ~1 0.R 0,R

(y (0)0, 0" + 1Oypy In v” )Ia::R =0.
We infer that the assumptions of [LSU68, Theorem 6.1, Chapter 5] are satisfied, and
ol 0,0 € C2([0,T] x [0, R]) for some a > 0. O

3.1. Local-in-time L* estimate

LEMMA 3.2. — Let T' > 0 be arbitrary. Assume that there exists M > 1 such
that
1 1
: — <J(t) < ] (2) >
(3.5) 3 SV <MV tel0T], ,inf Oev (@) 2 57
Then there exists Ty € (0,7, depending only on |0, w°||pm,), sup #°, M and on
the parameters of the system, such that for all t € [0, Ty),

(3.6) 1 <of(t,2) <C Vae(0,R),
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where C' = 2sup v is the constant involved in the definition of a. As a consequence,
a(vf) = In(v?) almost everywhere.

Proof. — The proof relies on the maximum principle. We construct by hand a
super and a sub-solution, which give the desired estimates.

e Sub-solution. We set
v(t,x) =1+ g(x) exp(—At),

where A > 0 is a parameter that will be chosen later on and where the function
g will be chosen so that 0 < g < (vy — 1)/2. It follows that a(v) = In(v). We

will also take Tj so that exp(—ATp) = 1/2. With this choice, we have, on the
one hand

(3.7) O~y (t)dhx — pda(v)
= —Ae Mg(x) — () (x)e ™ — pd2In (14 g(w)e )
"(w)e M (
1

g 2)e
—a TR

(1+gla)e)”

—At i ! A g
= A gle) (O (e -

On the other hand,
(xrOw) (z +§(1)) =

We choose the function g as follows:

— For z < xg < 1, we take g( ) = a1x + ax?, with a; > 0 small enough
and oy > 0. Then, if x4 is small enough, g(:cg) = 129 + apx < 1, and
therefore

ae e—At
A g(a) — 0 @)e — e :

1T g(x)eAt S A2
Choose ay so that pas > 5[|0,w°]|s, so that the right-hand side is
smaller than y 0, @ (- + 7). We further choose 0 < a; < 1/(2M). Then
for o small enough, v(0,z) < v%(z) for all z € [0, zo]. Furthermore, the
last term in (3.7) can be treated as a perturbation provided «; and zg are
small enough. It can be checked that it is sufficient to take a? < ay/20
and 79 < aq/(2a).

— For x > x4, we choose g to be monotone increasing and such that

14+ g<7%ae and g < (vy —1)/2. We then choose A so that

N

ZQ(%)

Ag(o) > 4p (|Ig ||oo +1g'11%) -

It follows that the right-hand side of (3.7) is lower than —||0, @° ||
Note that by construction, we have v < v on the sets {t = 0} U

)

{z =0} U {z = R} provided R is large enough.
Thus, by the maximum principle, v < v¥f.
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o Super-solution: We take

o(t,z) = C4 (2 - e_At> ,
where C > sup 2. We keep choosing Ty so that exp(—AT,) = 1/2. Then
T — 7 (£)0,T — pd?a(v) = CLAe™ .
Take A so that C1A/2 > ||0,w°||w. Then © is a super-solution of (3.2¢), and

by the maximum principle, vg < .
O

Remark 3.3. — The use of the maximum principle is actually not necessary for
the local existence results that follow. Indeed, since we work in high regularity spaces,
we could adapt our fixed point argument by linearizing our different systems around
the profile (o, ﬁ) treat the non-linear term perturbatively and use the inequality
lo = i@ < o = 0lae, ) |10:(0 — 9)lI 5,
unnecessary technicalities, we have decided to use the maximum principle in this

paper.

. However, since this would lead to

3.2. ! estimate

Anticipating Section 4.1 and the derivation of uniform-in-time estimates on g =
v — v, we aim at proving that ¢(¢,-) € L'(R,) for all times ¢ > 0. This property will
be used in Section 4.1 to justify the passage to the integrated quantity V.

The goal of this Subsection is to prove the following result:

LEMMA 3.4. — Assume that v° — v € L'Y(R,), and that the assumptions of
Lemma 3.2 are satisfied. Then there exists a constant C', depending only on Tj,
sup #°, M (see (3.5)) and the parameters of the system, such that the solution v
of (3.2¢) provided by Lemma 3.1 satisfies the following estimate:

0,R

(3.8) sup HUR — ?}‘ <C

t€10,70]

Jor 3] + 107,

L'(0,R) L1(0,R) + ‘ LY(Ry)
Proof. — Using the identity s0,7 + pd?In v = 0, we have

(3.9) 0O (vR - ’?}) — 7' ()0, (UR — E}) — po? <1n v —1In E})

= (xr0:w") (x +§(1)) + (7 (t) — 5) 0s.

For n > 0, let us introduce 7, € C*(R) defined by

\/7’2—1——\/» VrelR

Which is a smooth convex approximation of the function r — |r| as n — +oo. Hence,
gr(r) =r/\/r? + 1/n is an approximation of the sign function, and j,(0) = j,,(0) = 0.
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Multiplying (3.9) by j., ( ) integrating the result between 0 and R and noting
that (v — ?),20.r = 0, we get

/OR v Dujn (UR; 5) dz — 7/ (t) /OR 0,(v% — 7) j. (“RU_ 5) i
e (75 o5 ) o (57 o
= /0 (xrO. w°)(z +3(t)) 7, <UR; 77) dr + (7 (t) — s) Yo 5 (“R - "") .

. R_ 7
Since =2 > L1 _ 1> —1. we have
v V4 ?

0
R _

R (vt —w vE vR — v
e

v — o vR = 2\\’
— Oy dx >0,
-] et () (o (57
and, thanks to the boundary conditions (v

R
R v — 7
70 [ ot =5 (77 as

=70 [ o, (“R; ”) il (”R_ ”) da
0 [ %00 g (U5
:g'(t)/ORyaxgn (”RU 7_’) d:c+g’<t)/R v G (”R_”> dz

v 0 v " v
R __ vR — v Ryl 9 _ vR — v

:_N’t/axy n = d+”’t/ 0.0 J! dz.

0N J - vy t) | — In | x
Hence, using once again the L control of v from Lemma 3.2, we get
R R_ 5 R
/ 5%("’ )(t) dx—/ WO — 3| de

0 v 0

~/ —

Cl7 e alloellni @y + toew’ Iy + 17 () = slpepllosvll e,
where we have used the fact that j,(r)

r) < |r|. Passing to the limit n — 400 and
using Fatou’s lemma, we finally obtain (3.8).

- U)|x:O,R = Oa

[SEEANY

0

3.3. Energy estimates and existence of v

The goal of this subsection is to prove the existence and uniqueness of v €
L>([0,T), HL .(Ry))NL%([0, T], H*(R,)) solution to (2.17). We proceed in two steps
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First we derive classical a priori estimates on v, exponentially growing with time

but independent of R. These estimates then ensure the existence of v by passing to
the limit in (3.9) as R — +o0.

LEMMA 3.5. — Assume that 1 < vf(t,2) < C for allt < Ty, x € (0, R), where
we recall that C' = 2sup v°, and that there exists M > 1 such that M~ < i/ (t) < M
for all t € [0, Tp).

There exists a constant C, depending only on s, j1,vy, M, and C, such that the
solution v of (3.2¢) satisfies

10) 5|07 =2) ) (
¢ (" -2)®
so that, by a Gronwall inequality,

(3.11)  sup H( E})(t)‘

o, (UR —2) ()|

L2(0,R)
T, + 170 =) ¥ te(0.T),

+ |[ow"(2)

L2(0,R)

L2(0,R)

2

te[0,T] HL(O,R)
+ |0, (v" - 2) ;((OT) com T H o)
<¢ (HURO B U‘ H(0,R) T H\/_a w' L2(R + 17 SHLQ(O,T)) exp(CT)

for all T < Ty.

Remark 3.6. — Note that throughout this section and the next ones (i.e. in all
energy estimates), the constant C' might depend on C', hence on sup 2°. Hence, all
constants will depend on the initial size of the perturbation.

Proof. — This is an immediate consequence of Lemma B.1 in the Appendix. We
set g = v, g =0 — v, G = (xp0:w°)(xz 4+ §(t)) + (¢ (t) — 5)0,v. It can be easily
checked that the assumptions of Lemma B.1 are satisfied. Furthermore, v does not
depend on time, and its W% norm only depends on p, s and v_.

There only remains to evaluate |G| 2. We use Lemma C.1 in the Appendix and
we find

Gl 200 < € (10:7l 2 17 = sllisiomy + Vo0 ) -

This concludes the proof of the lemma. 0

We are now ready to prove the existence and uniqueness of v.

LEMMA 3.7. — Let y € H*(0,T) such that (0) = 0 and y satisfies (3.1). Assume
that there exists a constant M > 1 such that g, ?° satisfy (3.5). There exists Ty < T,
depending on M and on the parameters of the problem, such that there exists a
unique solution v € L*>([0, Ty, H..(R,)) N L*([0, Ty], H*(R,)) to

Ow(t,x) — ¥ (£)0,v(t, ) — pOpe Inv(t, ) = Opw®(x + y(t)),
(3.12) Vg = 2°,
Vjg—o = 1, lim, oo v(t,z) = vy vV t>0,
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and such that d,v € L*((0,Tp) x Ry). Furthermore, there exists a constant C' > (
depending M, v, us, s, u such that v satisfies the estimates

(3.13) l<v<2supe’  aee.,
—\ 112
Ei(Ty) = [lv — 7’||Loc (0.10),HY) T 102 (v — 7’)||L2((0,T0)x]1£+) + ||atv||%2((0,To)><R+)
2
3.14)  <C (H” VR v, 17 SHLZ(QTO)) (CTo,

and
‘ x(v - 77)

Proof. — We consider the function v%*, which satisfies the estimates of Lemmas 3.2
and 3.5.
Extending v% to [0, To] x R, by taking v'(t, z) = v(x = R) for z > R, the following
limits hold:
e Up to a subsequence, v® — v in L%(]0, Tp] x K) for any compact set K C Ry;
o vl Sy wr — L2([0,Ty) x Ry)
e vi—v—2v—2 w—-HY0,Ty x R});
Thanks to the strong compactness property, we can pass to the limit in (3.2c) and
we infer that v satisfies

Ow(t, ) — 7 (1)0v(t, x) — ppe Inv(t, 2) = Opw®(x + (t)).
R

H'(Ry)

L2((0,T0)xRy) e (El(TO) +inf(1, 70) EA (To) ) :

Passing to the limit in the estimates on v, we also know that v satisfies the estimates
of Lemmas 3.2 and 3.5. This completes the proof of existence. Additionally, using
the last item of Lemma B.1, we obtain the estimate on 9%(v — v).

Uniqueness is quite classical. For instance, if v1, v, are two solutions, then setting
U = v1 — 19, we find that ¥ satisfies

~

0,5 — 7(1)0,0 — 10se In (1 + ”) — 0.

V2
Multiplying the above equation by ¥ and integrating by parts, we find that

d [ 9 > (0,0)* 2 52

Writing
10202 ()] Loery) < N10(v2(t) = D)l poo ) + 1027l Lo ey
<192 (w2 = D) 112 o 11,2200, 1052 (02(8) = ) | oG,
+ 11029 oo
and using a Gronwall type argument, we infer that v = 0. U

4. Energy estimates on v and u

This section is devoted to the derivation of high regularity estimates on v — v
and u — u, where v, u are respectively solutions of (2.17) and (2.18). The existence
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and uniqueness of v follows from Lemma 3.7. Preliminary energy estimates on v
were derived in the previous section (see (3.14)). However, these estimates are not
completely satisfactory, because of the exponential growth in the right-hand side.
This exponential growth is not really a problem for the local well-posedness result
we will prove in the next section (see Theorem 2.8), but it could prevent us from
proving the global stability in Section 6. Fortunately, we are able to prove that
energy bounds hold without the exponential loss.
The outline of this section is the following:

(1) We first revisit the energy estimates from Lemma 3.5 in order to prove that
there is no exponential growth of the energy. To that end, we consider the
equation satisfied by the integrated variable V := — [F*°(v — ) and derive
energy estimates for V.

(2) We then prove higher order regularity estimates for v. More precisely, we
prove that v — v € L°(H?) N W,"°(H') N H}(H?) N H2(L?).

(3) The existence and uniqueness of u then follows from classical results on linear
parabolic equations with smooth coefficients. We also derive energy estimates
for w — u in W"™(H') N H}(H?) N H(L?).

As in the previous section, we consider a given function § € H?(0,T) such that
7(0) = 0 and satisfying the compatibility condition (3.1). Throughout this section,
we will use the fact that the solution v of (2.17) provided by Lemma 3.7 satisfies the
L estimates of Lemma 3.2, namely

(4.1) l<v<C=2sup?® ae
and that there exists a constant M > 1 such that
MP<y(t) <M YteloT]
(4.2) . 0
M= <0y, < M.
We shall see that the total initial energy is

2 2

(4.3) & := HUO N E/‘ H3(R4) . Huo N ﬁ‘ H3(R,) + H 0‘ L2(Ry)
2 2 2
VR WO, [0 vE) 0| (1 V) B
where WO(z) := — [>°(@w® —uy ). Note that this total energy differs slightly from the

one of Theorem 2.3. Indeed, in order to prove our global existence result, we will
need an additional bound on ||(1 4+ /z)92@°|| 12k, ), which is not required for the
local existence. However, for the sake of simplicity, we keep the same notation for
the initial energy.

The energy at time T is defined by

~ 2
(4.4) Er =&+ — 3||H1(0,T) .
Let us now state the results we shall prove for v and v:

0
9 u\w:O

— 350
Oz Ypeo

that § and v" satisfy (4.2). There exists a universal constant p > 1, a constant C

and

PROPOSITION 4.1 (Energy estimates for v). — Assume that §'(0) =
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depending on ju,v,,s,C and M, and a time T° > 0 depending only on & and on
|7 — sll2qo,r7), such that if T < T°, then

— 112 2 2
v — W||Loo([o,T],H2(R+)) + ||atv||L°°([O,T],L2(]R+)) + ||atv||L2([0,T],H1(]R+)) < Cér,

and

100207 0,7, 222, ) T 102 (0 = D) [ Toe o, 22(4 ) + 070N 2 0.1y x )
+ 1020001220 )5, ) < CEX(1 + Er)P.

A similar result holds for u:

0
oty

0
O Y=o

and

PROPOSITION 4.2 (Energy estimates for u). — Assume that §'(0) = —
that § satisfies (4.2). Assume furthermore that
(4.5) 8xu‘?v:0 (37(0) — 1 (8xvo>|x:0) +p (Zﬁuo) =0,

|z=0

Then there exists a time T° > 0 depending only on & and on ||§ — s||r2(jo.r), such
that for all 0 < T < T°, with the same notation as in Proposition 4.1,

—12 —12 2
lw = @l o1y, 240y + 10 = Bllwre oy 2 @y + 14 = #2017, 222
< CST(l + ET)p.

Remark 4.3. — Recalling the compatibility condition §'(0) = —(9,4°/9,7%)s=0,
the compatibility condition (4.5) actually amounts to

(a:vu())Q

900 10, 00, u° + o2 u’ =0,

|x=0

which is exactly (H3). Notice that this second compatibility condition only involves
the initial data u°, 2°. In other words, no further condition on % is required.

We now turn towards the proof of these two propositions, following the outline
above. In order to alleviate the notation, we introduce the following quantities:

g:=v—v, h:=u—u

4.1. Uniform in time estimates for g =v — v

As announced previously, the first step consists in removing the exponential de-
pendency with respect to time in (3.14). For that purpose, we use the integrated
variable

+oo

(4.6) V(t,z) = — / (v —9)(t,2) dz.

xT

The integrated variable has been previously used in the literature concerned with
the stability of viscous shocks, the interested reader is referred for instance to
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Goodman [Goo86] or, to the more recent study of Vasseur and Yao [VY16]. Us-
ing Lemma 3.4 and passing to the limit as R — oo, we recall that V is well-
defined and uniformly bounded in L*([0,7] x R ). Furthermore, using the identity
50,0 + 10y, In v = 0, we find that g is a solution of

(4.7) 09 — U 0rg — 10y In (1 + g) =0, w"(z + 7(t)) — H@' — 8)0y In v.

S

Integrating the above equation with respect to x, we find that V' is solution to

(4.8) O,V — §(£)0,V — ud, In (1 + agv>

= (@"@+ 7)) —us) = £F — )2, —

Ut
= 0,W°(w + (1) = £(7 = )0, In -
S V4
where W0(z) = — [>°(w° —u, ). As detailed below, we expect to control 9,V = v—v

in L?((0,T) x R;) uniformly with respect to the time 7. Replacing this estimate
n (3.10), we get the following result.

LEMMA 4.4. — The solution v constructed in Lemma 3.7 satisfies the following
estimate
2
0 0 0_ -
BT < OV 10+ vE) W+ = 7l
(4.9) 9 N )
g CgTa

where the energy F1(T) was defined in Lemma 3.7.

Note that the upper bound on £, (7T") only depends on & and on ||§' — s||r2(0,7)-
Hence, assuming that 7' is such that inf(1,7)Er < 1, we obtain the first set of
inequalities announced in Proposition 4.1.

Proof. — We multiply Eq. (4.8) by V' and integrate over R :

d [t V]2 y'(t) 9V
%/0 de—I— (on —i—,u/ In 0,V dx

2 v

= / 0, W (x 4+ 4(t)) Vdr + £ s) Oy n-2V dz
Ry s R,

Ut

R+ Ry Ut

(7
= — WOz +4(t)) 0,Vdx — %(y'(t) — s) hﬂz 0,V dx
1

s
lmg v t) + g <y/(t) — S) ln +] szo.
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Using Lemma 3.2, we recall that

x — 1 ~
Ou zvve[—l,()—q.
v v Vg

Observing that

“ ]n0+@y>@V®>%/|@WMx
R, v R,

for some ¢y = co(p, C,vy) > 0, we have by the Cauchy—Schwarz inequality
d r |V]?

y'(t)
e d
dtJe, 2 T

mmﬁ+%/|@wm$
R4

Co 2 (1) 2
< = _
<5 /]R+ 10, V|*dx + 1 (Viz=0)

12(]R+) + (W)

~ 2 — 2
170 = s (17 = vala,, + s = 1))

+ C[HWO(- +(t))

for some positive constant C' = C(co, i, s, M). Using Lemma C.1 in the Appendix,
we have

0( | ~ 0
(4.10) HW (+9) L2((0,T)xR+.) s CH\/EW L2(Ry)’
’ 0/~ 0
HW () 12(0,T) S CHW L2Ry)
Hence
EO(T) = ||V||%°°([O,T},L2(R+)) + ||U - E’||2L2([0,T]xR+) ‘|'||V|z=0||%2(o,T)
of? oll?
<C HV L2(Ry) + H(l V)W L2(Ry)
~ 2 —
+W@—ﬂmwﬂw—mﬁm”+m—ﬂﬂ
0l 0|2 ~1 2
aam <l v 170 -
(4.12) < Cé&rp.

By Lemma 3.7, we have

d — 2 -\ 12 2
2 10 =2) Ol g,y + 10:(0 = D)L2e,) + 1002w,

<C (H(v = 0) (Ol 2@,y + 1050052 17— s + 8o+ 5(1))

2
LZ(R+)>
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so that

(4.13) E(T) = sup (v —2)()lr,) + 10:(0 = 9720y

t€[0,T]
2
+ 1100|2210 715k )
0 - ~ 2 0 2
< Hv —v HIE.) +C <E0(T) |7 - 3HL2(07T) + H\/E@xw LQ(R+)>
< Cé&r
This concludes the proof of the Lemma 4.4. O

4.2. Higher order regularity estimates for g =v — v

This section is devoted to the derivation of energy estimates in L>([0, T, H*(R,))
for v — o, in L>=([0,T], H'(R)) N L*([0,T], H*(R,)) for dyv, and in L*([0,T] x R)
for 07v.

We split the rest of the proof of Proposition 4.1 into two steps corresponding to
Lemmas 4.5 and 4.6.

gl _
:‘“0 and that

T 2=0

LEMMA 4.5 (Higher regularity - I). — Assume that 3/(0) = —

inf(1, TY2?)E,(T) < 1, where Ey(T) is defined in (3.14).
The solution v of (3.12) satisfies

v—veL” ([OaT]a H2(R+)) )
(v —2) € L= ([0, T); L*(Ry)) n L2 ([0, T]; H'(Ry)) -
Furthermore, the following estimate holds:

Ex(T)i= sup |00 = D)(O)aqe,, + 020 = 2)(0)

t€[0,1]

2
L2(Ry) }

414 o
(4.14) +110:0: (v — 2) 120 11 xR )

< Er.

Proof. — Let us first derive formally these regularity estimates, and then explain
how they can be proved rigorously. We recall that we have set g :== v — v.
Differentiating (4.7) with respect to time leads to

(4.15) 00,9 — 1o, (iaxatg) — OF — b, (at“azg)

02

where we have denoted

(16) P =0, +3(0) + 7(1)0g + (7 — 9.7 — 0, (80 g> |
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Multiplying by 0,g(= 0;v) and integrating we get

d [ |9l |0:0u9/” {1 ]
dt Je. 2 +M/R+ . + p ;axatgatg

|z=0

=0
Oy
—/ atFatg+U/ —-0,90,0:9 + u[ 0z9 6%9]

|z=0

=0
We estimate the two terms of the right-hand side as follows

L 00| < 100F o |9l e
+

N/ |a$atg|2 ~/ 2
< = t
1l o + 7' ()

+ 17" )] (1029l ey + 1027 2s) ) 1009 12e,
+ CllOgl e,y (10agll ey + [T @) + 1),

200 (- + (1)

L2(R4)

and

o 0,0,9/? dig)?
‘u/ 0290, 01g| < i 10091 +u/ Ol ti' |0:9/°
Ry U 4 Jry v Ry O

pof o 10:0.9) 2
< 7/ T +C ||aacg||L°°(R+) HatgH%Q(RU'

Hence, using Young’s inequality and recalling that ¢ < M,
DN i + 11000
<clywP
17" 0] (19291 2z + 10:9] 12k, )) 10091 2
g LQ(R”) 19914,

~ 2
LHITOF + 1|

- 2
0] W

ro(1+ 1061

'’ ( +§(t))

4 C (||a

<C[

2 2
9 g, HaxgHLQ(R”) 18ug1I2.

Applying Gronwall’s inequality together with Lemma C.1, we deduce that

2 2
sup H(?tg( 2@y + Hataac9HL2([o,T],L2(R+)

telo,T
C[ H(atg)\tzo ‘|‘ H\/_a2

X exp (C [Haa:gHLQLQ

~ 2
T l ”HL2(0,T) + ||8tgHL2([0,T]><R+)}

+ ||axg||L2L2D :

f‘g L2L2
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1198 A.-L. DALIBARD & C. PERRIN

We now use the control of 0,912k, ) and ||02g]| 2, ) provided by Lemma 4.4.
Thanks to the assumption inf(1, T/2)E,(T) < 1, we have ||02g]| 2 (0.r)xr,) < CE1Y2,
Moreover, we have ||0,9||r20.1)xr.) < Cinf(1,TV?)E, 12 (for small times, we use
the L>(L?) estimate). It follows that, up to a change of constant C,

+ [1029117212] ) < exp (Cinf (1,7'2) Er) < C.

exp (C’ “|@xg||L2L2 o2 1272

As a consequence, we obtain

2 2
(4.17) t:l[tpT] |’89(t)”L2(R+) + ||at8xgHLQ([O,T},LQ(R+))

< [ @amo|[ s, + VIR s+ 15 oy + B
Next, using (4.16), we have
(4.18) H(atg)\tzo ;(R < HF\t:o : ( +CHg‘t:0‘2 .
‘ L2(]R<Jr +CHU o U‘Hz(R”—i_C@/(O) _5|2-

Gathering (4.17) and (4.18), we obtain the inequality announced in the statement
of the lemma.
To complete the proof, it remains to estimate 92g in L>L?. For that purpose, we

write
" / ( 9)‘ (t, z) dx—/R+ 10hg — FI2(t, ) dx

< 2“@9@)”%%]1&9 + 2||F(t)||%2([[£+)

for any t € [0,7]. Hence, considering the sup in time and combining with (4.17)
and (4.13), we get,

21, (aff <t>>

<c|fe-#;

2

sup p
te[0,7)

L2(Ry)

+(1+ vz) 0p L IVEE e,

+ ||~””L2(0,T) + 17 - SHLoo(o,T) + Eo(T)|.

H2(R,) L2(R

Using the compatibility condition §'(0) = —(0,4°/9,v")},—0, we obtain

(4.19) 17" = sll poe o,y

77 1/2 ~111/2
<F(0) = |+ C 1T — slltore o 17" oty
0 _ % p ~ 1/2 ~r11/2
< C (Hu o u‘ HQ(R+) + H'Z/ - ’U‘ H2(R+) + ||y/ - SHLQ(OT H //”L2 OT))

Using the estimate on Ey(T") leads to the desired inequality.
Let us now say a few words about a more rigorous derivation of these estimates.
Once again, we consider the approximation v# solution to (3.2c). We can perform
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the previous estimates for v#, and we obtain uniform bounds in R. Passing to the

limit R — +o0, we get inequality (4.14). O
Oyul
LEMMA 4.6 (Higher regularity - IT). — Assume that 7' (0) = —5—5—.
T 2=0

The solution v of (3.12) satisfies v — v € L*>([0,T], H}(Ry)), and O;(v — v) €
L(0,7]; H'(R,)) 0 LA(0, T]; H2(R..)).

Furthermore, the following estimate holds: assume that inf(1,T7"/?)Ep < 1, where
Er is defined in (4.4). Then, for some p > 1,

2
Ey(T) = 0x0h(v — 2) ()7 v — o)t ]
B(1) 1= sup | 1000 = D) Ol + 020 = DO,
(4.20) 200 — )| 2 o)
+ Hat (U — 'Z}) L2([O,T]><R+) + aq;at(v - 7/) L2([0’T}XR+)

<Ep(1+&Er)P.

Proof. — Let us now consider (4.15) as a linear parabolic equation on J;(v —
v) = 0,g, with homogeneous boundary conditions, endowed with the initial data
7(0)0,° + 10, In 0° + 0, w® = 7 (0)9,2° + 0, u°. Thanks to the compatibility condi-
tion (3.1), the initial condition belongs to H{ (R, ), and we can apply estimate (A.4)
in Proposition A.1 in the Appendix. Indeed, setting a = 1/v, we have d,a = —%7,

00 = —%. Using Lemma 4.5, we infer that ||0ial| e (r2) < E21/2 and
1/2
|0zal| Lo o100 Ry ) < C (1 + EQ/ ) .

Moreover, setting
r=or -, (%o, w-9).
we have, as shown in the course of the proof of Lemma 4.5,
11220 mixey) < ClOF | 20m)xry) + Cll0u(v = 9) | oo 102010 22
+ Ol e 02 (v = 0.,
+ C 00 e 1000 1212 105 (v = 2) |
< CE*(1+&rp).

Hence, according to Proposition A.1

2 2

2 2 2

tgl[tl,)T] Ha"’Cat9HL2(R+) + H@tg L2([0,T]xR) 009 L2([0,T]xR+.)
2
é C &C@tg‘tzo L2(R,) + CST(l + gT)Q.
We have .
[ataxght:() - |:a§ (axg)] = [amF]hf:O
v t=0
where

~ ~/ ~1 - 0, v
O F = 02w (- +5(1) + ¥ (1) 029 + (¥ — )00 — po: <W9> :
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1200 A.-L. DALIBARD & C. PERRIN

so that
H(atﬂrrg)\tzo I2(R}) S C( ngzo’ H3(Ry) (1 + Hg“:‘)‘ j{z(ﬂh))
o2, + 170 — sl 020 L2(R+)).
We then estimate §(0) — s as in (4.19), so that
H(at,xg)\tzo L@®,) < 055/2(1 + &).

To conclude, coming back to

v

we have
1 2
sup p? 07 <3x9) )| < 200097017, 12,y + 210 F e o1, L2y
t€[0,71) Ry v
with
2_0
10:F'll ooy, r2eyy < C |0z, )+ 19z o, 20

~ 2
17 = sl ooy + gl omy.azy (1 + Igllze(omy, 52))

Finally, using the previous estimates as well as the inequality (4.19), we obtain, for

some p > 1,
2

L2(R4)

sup S CEP(1+ Ep)P. O

p9(t)
t€[0,T]

Gathering the estimates of Lemmas 4.4, 4.5 and 4.6, we obtain Proposition 4.1.

4.3. Estimateson h=u —u

This subsection is devoted to the study of (2.18) satisfied by u, which we rewrite
in terms of h 1= u — u:

(4.21) Oh — §(D)0uh — pd, (iam)

1 1
:(g,_s)axﬁ‘i’#ax ((_T/) 8a;lt>, t>0, $>0,
v
hjg=o = 0, mh_}ngo h(t,z) =0,
h‘t:() = ltO — 11,

where v is the solution of (2.17) constructed in the previous subsections. The goal
is to prove Proposition 4.2.

Throughout this subsection, we use the notations introduced in (4.3), (4.4), and we
assume that the time 7 is such that inf(1, 7) £ (T) < 1, where F;(T') was introduced
in Lemma 4.4. We also assume that assumption (4.2) is satisfied.
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Our first result is the classical energy estimate for (4.21):

LEMMA 4.7 (Existence and energy estimates). — There exists a unique u €
u+ L>([0,T], H'(R,)) solution to (4.21) which is such that:

(4.22)  EoT):= sup |(u—0)Olzm,) + 10:(u — Dl z2omym .y

t€ (0,7

+ (|0 (u — ﬂ)||iz([0,T]xR+)
(4.23) <Er(1+&r),

for some p > 1.
Proof. — The existence and uniqueness of u in
w+ L ([0, 7], L(Ry)) 0 L*([0, T), H'(R,)),

follows from classical variational arguments. The energy estimates in L>([0, 7], H'(R))N
L*([0,T], H*(R,)) are a consequence of Proposition A.1 in the Appendix, setting
b(t,x) ==y (t),c=0,a = 1/v, and

f =@ =i+, ((5-)o).

We obtain in particular, using the lower bound ¢ > C~! and setting h = u — 1,

(4.24) ||All oo qo,m1,224)) + 1021 120 )< 1)
<C <Hu0 —u

L2(R,) +17 - 3||L2(0,T) Ju— u+||L2(R+) + v - 7_’||L2([0,T},L2(R+))> )

and the right-hand side is bounded by (£7)/2.
Furthermore, note that with the notations of Lemma 4.4

1/2
1sall poe 0,17, r2m 1)) < N0 poe 0,17, p2m 4 y) < B2
_ 1/2
||a$a||L°°([O,T],L4(R+)) < 0(1 + [|0x(v — v)||L°°([0,T},H1(R+))) < C<1 + El/ )
The estimate announced in the Proposition follows easily from Proposition A.1. [

Remark 4.8. — Note that, compared to Proposition A.1 and Lemma 3.5 concern-
ing the L°°L? estimate on v — 7, we do not have the exponential dependency with
respect to T in (4.24). This results from the divergence structure of the diffusion
term (9,(%") here, compared to 92 In(%) in Lemma 3.5), but also from the structure
of the source term f. Indeed f = 0,F with F = (§/(t) — s)(u — uy) + (£ — )0, 1,

therefore
T
/ / b dedt
o Jr,

where the second term is absorbed in the left-hand side of the energy inequality.
Hence, compared to Proposition A.1, we can close the energy estimate without need

of |lu — ullr2jo.1)xk,)-

< Coll FllZ2 oy, y + lObllZ2 0,075k, )
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LEMMA 4.9 (Improved regularity). — Under the compatibility condition (4.5),
namely

Oy, <g7<0) .y (8w”0)|z:o) o (020), =0,

the solution u to (4.21) is such that:

E5(T) = ||0¢ 2 (u — )HLoo (0.T:L2(R,)) T Ha — )

2

2
L2([0,T) xR )

+ 002 (u — )
<Er(14&Er)P,
> 1.

L2([0,T)xR)

for some integer p

Proof. — We begin with the control of 9;h = d;(u — u) in L>([0,T], L*(R;)) N
L*([0,T), H (R,)) using estimate (A.5) from Proposition A.1 and Lemma 4.7:

2 2
(4.25)  |Ohl e o1y, 2R, y) T+ 110l 20 1y sy

<C (Huo — ﬁ‘ j—I?(R_,_) (1 + El) (1 + ||~H||L2(07T) + EQ) E4>

~ 2 2
+ C T 220y + C 109 200, 100 2y (1 10290 e 077, 122 )
<Er(1+&r).

Now, we see 0;h as the solution to the problem
(4.26) (Oh) — T (Oah — 0, (1@ )= H
with
H:=y"(t)0:h +§"(t)0 1t — p0, (aw@zh> — 10y (%;8@«11) ,
endowed with the initial condition
Dty = 7(0)0,4° + 0y (;Oaxu()) |

Under the compatibility condition (4.5), we ensure that 0;h;—¢z—0 = 0. We can now
apply Proposition A.1 and we get thanks to (A.4)

T FA— -7 + a0

L2([0,T]xRy) L2([0,T]xRy)

|0002hieo]].,

g H~HHL2 o1) 10z hHLoo (0.7), L2(Ry)) T H~”HL2(0,T)

2 2)|I? :

+ ||8tv||Loo<[o,T],H1<m+>> (14190 = DMoorpam o ) 19l 2o 11, 12
9 =112

+ 100 a0, 1y (14110 = 2l oy ) )

2 2
+ (HathLOO([O,T],L2(R+)) 10wl e 0,11, 22, )y + 1020 1o 0.7, 4R
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4 ~ 112 2
+ Haxv\|Loo([o,T},L4(R+)) + Hy/“Loo(o,T)) Hat,thLQ([O,T]XRJr)] :

The right-hand side is controlled as follows. Proposition 4.1 allows us to upper-bound
v and its derivatives. We also use (4.25) to estimate ||0; ,h||z272 and Lemma 4.7 to
estimate h in L>°(H') N L?(H?). Next, using (4.21), we observe that

. _ . _ 1 _
00, b= = 7 (0)02(u = &) + (71(0) = )03+ 02 (50, ~ )
1 1
2 -
w2 (55— ) 0%)
and therefore, using the compatibility condition §'(0) = —0yu)_y /027,

[ch

L2(R4)
<c(Jo- (w - a)
+C1y'(0) — s
<C&” (1+&7).
Gathering all the estimates, we find that
100ahl2e e + 020, , + 0020
tzll|| oo 2 t " 22 2! 22

for some large and computable constant p > 1. O

t Hyo N E}‘ H2(R+))

H?(Ry) HQ(R+)> (1 T 0) = s+ HUO a a\

’ <Er(1+ &)

5. Existence and uniqueness of local solutions

The purpose of this section is to prove Theorem 2.8, following the strategy outlined
in Section 2. We shall construct the solution T of (2.15) as the fixed point of a
nonlinear application 7", whose definition we now recall: T : § € H*(0,T) — % €
H?(0,T), where

. Opu(t,07) N
"(t) = — — 0)=0
and u is the unique solution of (2.18).
As a consequence, recalling that s = —p0, te—o/(u— — uy.),
Optt — Opth) o+ (t - O (T(H)+) —
3 g — _,U( 0)~—0+ ( ) _ Mamu|x:0+ w O(yE ) ) Ut
u- — w° (y(t)) (u- = (Y1) (u- — uy)

(5.1) , _
(@ = Qe (1) | @ (1)) — s

u- — w° (y(t)*) u- — @ (yt)*)

We will first prove that for any initial data satisfying (H1)-(H5), the application
T has an invariant set provided 7' is chosen sufficiently small. We will then prove
that 7 is a contraction on this invariant set. In order not to burden the notation,
within this section, we will systematically drop the exponent + in the traces, i.e. we
will write Opuj,—0, w°(y(t)) instead of pup,—o+, wO(y(t)1).
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Let us define

0
a$ u\zzO

Ty = {?j € HQ([OvT])7 '37(0) = 07 '37(0) = _a yl()_

and M <7 (t) <M Vte0,T], 17 = sllmom) < M}-

The set Zy; will be our invariant set provided M is chosen sufficiently large, and T’
sufficiently small. Without loss of generality, we will assume that M > 1.
Following the previous section (see (4.3) and (4.4)), we set

o |2 0 -2 o|?
&=~ 9 @ |~ H3(R,) H L2(R+)
+ @+ v ;(RH +[[(1+ va) o.at ;(Rn (V) o2 iQ(R” ’

~ 2
Er =& + ||y - S”Hl([O,TD :
Theorem 2.8 is an immediate consequence of the following result:

PROPOSITION 5.1. — Let M > 1 be such that

[ 2 0 M 9 M 0 2
(5-2) M < 8aﬂﬂxzo < ?7 E < M*, — ? < axu|z:() < — M

Then there exists T > 0 depending on M and the parameters of the system, such
that T has a unique fixed point on Z;.

5.1. 7 has an invariant set

First, notice that by definition, 2(0) = 0 and

B Oty
2O0) == — ey

We recall that w® = u® — pd, In 2°, so that u_ — w°(0) = pd,v),_. It follows that

0
a’f u|:p=0

7(0) =

We assume that M > 1 is chosen so that (5.2) is satisfied. Notice that these
conditions ensure that

o 0
ax U|z=0

2 Oty M
S <T(0)=2(0) = —5 5 <

O, 2
Since
2(0) = VEIZ" | ooy < 2 (1) < Z(0) + VEIZ | 207

it suffices to prove that ||2" — s||g10r) < M for T sufficiently small (depending on
M), and to further choose T so that vVTM < (2M)~!, ie. T < (4M*)~',
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Now, let us consider the solutions v, u of (2.17), (2.18) respectively. Using the
notation of Lemma 4.4, we have

B <C(&+ 7 = sli20m) < Cur-

(We recall that the constant C' in the above inequality may depend on M.) Now,
let us choose Ty so that inf(1,T)Cy < 1. Then the solutions v, u of (2.17), (2.18)
satisfy the estimates of Propositions 4.1 and 4.2.

Let us now turn towards the bound on || — s||g1(o7). Note that & < 2M?
according to our choice of M. We also note that

2

0 0
_— 0) = puo,v,._o = —.
u- = w(0) = pd,vyg > ) =

Since |7 || Lo,y < M and [0, 2° || < £* < M, we obtain, for t € 0,77,

_ 2 - 14
5.3 u_ — w'(G(t) = py| — — |7 [|oot]|Ox || 00 = ——=
53 50 > | = 17 |t 0 >
provided T' < CM~°/2. We infer, using (5.1) and Proposition 4.2,

15" = Sllaory <Cor (100 (0= Dlgaoryamy + T2 2 =)
<C,Mgl/Q( +5T)p/2T1/2 < CMTl/z_

Thus, for T sufficiently small, the right-hand side is smaller than M/2.
We now consider z”. We recall that we set h = u — u. Using that

3 _ (ataxu)\$=0 B (axu)|33=0 ~1 0/~
0= ) - wp? )
¥ TN
64 T G) - wp? )
(5.5) + 57 ()0, 0" (1) =

(u- — w0(y(t)))*
and recalling (5.3), it follows that
12"l 20,y < CVM [0:0hil| 20,7 oo (r, ) + CMP10hl L2 ((0,7), L0041 )
+ CM3TY?,

We now use Proposition 4.2: there exists a constant p > 1 such that

2 2p+-2
1910 hHL“ (0.7),L2) +H8’56 L2((0,T)xRy) S Card
Hence
2, 1/2
10Dl 0 19,2 ) < C OB o0k [OO2A) e

< CMT1/4Mp+1 )
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Similarly,
1/2

2
»Pllzzorxry)

4 1/2
102h | 207y, 100 (R4 ) S < TV )0, Al po o rpr2 e )
< CyTYAMP.

Hence, choosing T sufficiently small (depending on M), we obtain
M

H~”HL2 0,T) S 5
2

We deduce that Z,; is stable by T.

2. 7T is a contraction on Z,,

Let 91,92 € Zp. We consider the associated solutions v;, u; of (2.17), (2.18), and
we set z; = T(y;) € Zps. We define D, = vl — Vg, Dy = uq — us.
Let us now evaluate 2| — 2}, and 2} — zI. First, we have
Z(t) — Z(t) = —u—axD“'”gzﬁ - “ (yf) (D) —
u- — w(y) (u— = () (u- — w(52))
so that, using Lemma C.2 and (5.3)

:ua:vu2|x:0

(56> Hgi - z;HL2(O,T) g L2(0,T)

The constant C' depends on parameters of the problem, on Sobolev norms of w?,
and on M. In a similar way, using identity (5.4), we find that

u|a::0

(57) 13 = Zllzr, < € (00 Dutag

L2(0,T) LQ(O,T)>

+ Hﬁta U2|z=0

o o) 1= Bl oy

There remains to evaluate the traces of 0,0, D, and 9,D, at x = 0 in terms of
U1 — ¥2. In order to do so, we follow the order of the energy estimates in the previous
sections and start by evaluating D,. Note that D, is a solution of

D, o
0Dy — 1,0: Dy — 10,2 In (1 + ) = (1 — Ua) Ou02,
()
Dyjz— =0,  lim_ D,(t,z) =0,

Dv|t:0 = 0.

A i i V9 g = 2 =
We apply Lemma B.1 in the Appendix to the function D,, with g = vy, G
(T — U5)05vs. Since T' < Ty, exp((1 + 10,0217 (01 xr, ) Tar) < Cr, it follows that

= HL (0,T)

| Dol oo (0,1, 11 (R )y F 1|0e Do || 20,1y x4 ) + |02 Do || L2((0,7) xR )
< C Hgi - gé”LQ(O,T) (Hax(UQ - 7_})||L°O((0,T),L2(R+)) + Hax"'_/Hm(RJr))
X €Xp (Haxv2’|L°°((0,T)><R+)T)

< Cu gy — %HH(O,T) )
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’ ( 5 )

Following the estimates of Section 4.2 (see also Proposition A.1 in the Appendix),
we infer that

~ ~; ~ ~1 112
oy SO (17 = Bl 20y + T2 15 = Bl20m)
L) XN

<Cu iy — %“H(O,T) :

2

0*D,
Lo((0,7), H (R +))

2 2
10: Dol 01151y + 1020 D320 7y 1115, + |

~I ~I

2 2
< Cur (175 = Bl + 150 = Blr20m)) -
We now turn towards the estimates on D,, which satisfies the equation
1
0,Dy — 7.0, Dy — i (@cDu) _5
U1

with
~/ ~ 1 1
S = (yl - yQ) O + [Lax (( - ) 8;,;'&2) .

U1 (%)
In order to complete the energy estimates on D,,, we need to evaluate S and 9,5 in
L*([0,T] x R;). We have

”S||L2([O,T]XR+) < Haﬂ?u2HL°°([O,T],L2(R+)) ||§1 - %HL?(O,T)

+ C(IDule= o 2

Uz
T4 L2 ([0, 7] xRy
+ |02 Dol oo (j0,77,02 (R ) 10202 || L2 (0,77, Lo (R 1))
+ 1Dyl o< (jo,1)x ) 19 (01 + vz)llm([o,ﬂxﬂmHaxuz||L2<[0,TLL°°<R+)>>
< Cullgy — %”L?(O,T)
and similarly,
10:S ]| 20,11 xRy < Cur |7 — %HHl(o,T) :
Using once again Proposition A.1 in the Appendix, we obtain
||Du||L°°((0,T),H1(R+)) + ||aJJDUHL2((O,T),H1(R+)) + ||8tDU||L2((0,T)XR+)
< Cwm Yy — %HB(O,T)
and
18e Dul| oo 0.0, @) + 1020 Dull 2 0.1y 11y y) S O 151 = Boll o -

We are now ready to prove the contraction property. We focus on the estimate of
zZ! — ZY, since
1 29

=~ =~

1% = Bl 2oy < —=
1 Z2HL2(0,T) X NG 127 — Z2HL2(0,T) :
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1208 A.-L. DALIBARD & C. PERRIN

Using the estimates on D,,, we obtain

|(0:0.D1)

u\x=0

L2(0,T) L2(0,T)

1/2 9 1/2
S Cllo0eDull 207)xm.) HataxD“ L2((0,T)xRy)
1/2

“llL2((0,1)xRy)

92D

1/2
+ C110:Dull Xl 0y |

1/2

1/4 1/2 2
<CT (H@t@ Dulli<(om), 2z, ) Hatal“D“ L2((0,T)xR+)

1/2
+ 0. Dy, ||L°° ((0,7),L2(R,)) ‘ D, L2((o,T)xR+)>
< OyTY* |71 — gQ“Hl(O,T) -
Furthermore,

+ | 010st210—0

|+ CEr(1+ &) < Cur.

_ <
= HLoo(o,T) L2(0,T)

Coming back to (5.7), it follows that
||~H - ~H||L2 0,T) < C’MTl/4 || ,HHl 0,T) + C’M ||~/ — U ||L2 (0,7)
< C'MT1/4 ||y1 ||H1 0,T) +CuT ||~H ~”||L2 (0,7)
< OuTV i - Yol i orry -

Hence, for T sufficiently small (depending on M), T is a contraction on Zy;.

5.3. Conclusion

We deduce from the previous subsections that there exists Ty, > 0 such that for
all T < Ty, T has a unique fixed point in Z),. Let us consider the solution (vs, us)
associated with this fixed point. According to the argument at the end of section 2,
(Z,vs,us) is a solution of (2.16). Furthermore, vy and u, satisfy the properties listed
in Propositions 4.1 and 4.2 respectively, and v, also satisfies the L> estimates of
Lemma 3.2, provided T}, is small enough.

Thus (Z,vs, us) satisfy all the properties listed in Theorem 2.8. Eventually, the
pressure in the congested domain is given by

pa(t, ) = pa(t) = T'(t) (u- — w(3(1))).
Since ¥ € H*(0,T), p, € H'(0,T). This completes the proof of Theorem 2.8. O

6. Global solutions: existence for small data and stability

In this section, we start from a strong solution (us,v,s) provided by Theorem 2.8
(see the previous section). We prove that if & is small enough, the existence time
of the solution is infinite. Furthermore, the traveling wave is asymptotically stable.
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Once again, we drop the indices s throughout the section in order to alleviate the
notation.

Let us now introduce our setting. We assume that & < ¢yd2, where § is a small
constant, & is the initial energy, defined in (4.3) and ¢y is a constant depending only
on the parameters of the problem, to be defined later on. At this stage, we merely
choose ¢y small enough so that ||z — v||pe(r,) < d/2. We denote by T the maximal
existence time of the solution. For T € (0,7*) small enough, using a continuity
argument together with the dominated convergence theorem, ||’ — s|| g1(j0,17) + [|v —
7_}||L°°([O,T}><]R+) < 0. We set

T :=sup{T € (0,T), |7 = sl g1 o7y < 0}
The global existence of the solution relies on the following bootstrap result:

PROPOSITION 6.1. — There exist constants ¢y, 0y > 0, depending only on the
parameters s, i, vy, such that the following result holds.

For all § € (0,0p), if & < 9%, and ||(1 + /2)0*@°| 12w,y < co0/? for k =1,2,3,
then

_ _ )
VT el[0,T], 2"~ SHHl([o,T]) < 5%

The proof of Proposition 6.1 is the main purpose of this section. Before describing
the strategy of the proof, let us deduce the global existence result of Theorem 2.3 from
Proposition 6.1. First, it is clear from Proposition 6.1 and from a simple continuity
argument that 7' = T*. Second, notice that for all T' < T', &7 = &+ [|7" — 5|71 1) <
262 < 1 provided &y < 1/ V2 and ¢y < 1. Hence the total energy remains bounded
on (0,7%). Classically, this implies that the solution is global. Let us explain why in
the present context.

First, note that for all ¢t € [0,7),

S ~ . . 35
(61) S <8 = sl STO <5+ I sl <
provided ¢ is sufficiently small.
As a consequence, as long as 1 < v < 2(vy + 1), the estimates of Propositions 4.1
and 4.2 hold, with a constant C' depending only on the parameters of the problem

S, i, V4, ux (note that we chose here C' = 2(v; + 1)). Hence, let us introduce
T :=sup {T €(0,7), 1<v<2vy+ 1)} :
By continuity, if ¢ is small enough, we have T > 0. Furthermore, there exists a

constant C' depending only on the parameters of the problem such that
|02 (v — o) < C6.

| oo 07 )xm) S

Consequently, for all ¢ € [0,7],

_ _ 1
inf Oyu(t,z) > inf Oyv(x)—|0,(v—"0)| =< inf dyv(x)>0
ze€[0,1] z €10,1]

provided ¢ is small enough. It follows that 8;,;2}' 7 satisfies the assumption (3.5)

from Lemma 3.2.
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Now, let us prove that T =T provided ¢ is small enough. We argue by contra-
diction and assume that T' < T. We then consider the Cauchy problem at ¢ = T .
As mentioned above, (3.5) is satisfied, with a constant M depending only on the
parameters of the problem. Furthermore,

1

<U++C(€T’<U++*

o (T2) <o o1 - ;

L>(Ry)
provided ¢ is small enough. As a consequence, according to Lemma 3.2, there exists
a time 7 > 0, depending only on the parameters of the problem, such that

1
1<v(t,x)<2(v++2>:2v++1

for all t € [T',inf(T, T  + 7)]. This contradicts the definition of 7', and we infer that
T =T.

Thus the constants in Propositions 4.1 and 4.2 and in all Lemmas of section 4
depend only on s, 1, v, us for all estimates bearing on the interval [0, T]. At last, let
us emphasize that since & < 1 for all T < T, the condition inf(1, T/2?)E\(T) < 1
of Lemmas 4.5, 4.6 etc. is always satisfied.

It then follows from Proposition 5.1 that the time T); on which the fixed point
argument is valid depends only on the parameters of the problem s, u, vy, uq. By a
classical induction argument, we may solve the Cauchy problem on [nTy, (n+1)7h]
for all n > 0, and we deduce that T = 4-o00.

Let us now explain our strategy of proof of Proposition 6.1. It relies on two sets

of estimates:

e The first set of estimates was obtained in Propositions 4.1 and 4.2. It ensures
that if 0 is small enough, as long as T' < T, setting g :=v — v, h :== u — u,

(6.2) 190l oo 0,13 1)) + 1029 | oy, 10 )y + 100l 2207, 120
1/2 ~

<0 (50/ +7 = s |H1(0,T)> ,
2

(6.3) 12| oo .1, @) + 0Pl 20,17, 1024 y) + Hath L2((0.T)xR4)

1/2 ~
< CE+ 17 = sl om):

where the constant C' depends only on the parameters of the problem, namely
s, i, v4 and u,, as explained above (recall that & < 1 for all T < T).

From there, using the equations (4.7) and (4.21) on g and h respectively,
we also deduce that for all T < T,

(6.4) lgllz2(0,m),mary)) + [1Pll2(0,1), HAR L))

1/2 ~
<C(&"+ 0+ vDRe| p  +17 = sl

e The second set of estimates relies on a coercivity inequality for the linearized
operator around v, which will be the main focus of this section. One crucial
observation lies in the fact that d,v belongs to the kernel of this linearized
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operator™" . This allows us to define a new unknown

(6.5) g1 = —s(v— ) — i) (” - 7_’) ,

which will satisfy better estimates than ¢ = v — v (cf Remark 6.2).

In order to keep the presentation as simple as possible, we will start with the case
when w" = u_, which contains the main ideas of the proof. In subsection 6.2, we will
address the case of non-constant =", and we will point out the main differences with
the simplified case. We conclude this section with a proof of the long time stability
in subsection 6.3.

6.1. Case w’ =u,

In this section, we assume that =" is constant and equal to u,. The equation
satisfied by v on [0,7%) is therefore

O — T 0pv — pdInwv = 0,
Vp=o = 1, lim_ v(t,x) = vy,
Vjt=0 = ’Z/O.

In the rest of this section, we introduce the linearized operator around v, namely

0, A, where
A= —sld — o, (;}) :

We also set 3(t) = Z'(t) — s and g = v — v, as in the previous sections. The equation
on g can be written as

019 + e Ag = BOL7 + BDag + 1’ (m <1 + i) - i) ,
g|t=0 = 7}0 - Eja
Jlz=0 = 0.

(6.6)

Let us comment a little on the structure of this equation. We will prove that the
operators 0,4 and AQJ, enjoy nice coercivity properties (see Lemma 6.3 below). The
second and third terms in the right-hand side of (6.6) are quadratic and will be
treated perturbatively, using the first set of estimates on g, namely (6.2) and (6.4).
Eventually, 0,7 € ker A. Hence the first term in the right-hand side disappears when
A is applied to the equation. As a consequence, g; = Ag satisfies the equation

Dygn + A,g1 = BAD, g + 1A’ (m (1 + g) _ g) |

(6.7)
J1jt=0 = A (Z/O — E/) .

(1) Note that this is a classical property of nonlinear equations with constant coefficients, linearized
around a given stationary solution. It is related to the (formal) space invariance of the equation.
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From definition (6.5) and estimates (6.2), (6.4), we know that
g1 € L= ((0,7), H*(Ry)), g1 € L*((0.7), H¥(R,))
and that g1 € L ((0,7), L*(Ry)) N L2 ((0,T), H'(R,)).

Using the identity v — pd, Inv = wuy, we also infer that h — pd, In(1 + g/v) = 0.
Using (6.3) and (6.4), we deduce that

g € L*((0.7), H'(Ry)),
dgr € L2 ((0,7), H*(Ry)) and 02gy € L* ((0,T) x Ry) .

(6.8)

(6.9)

Remark 6.2. — In Equation (6.7), all the terms in the right-hand side are qua-
dratic (recall that ||g]| < &%+ ||8])), so that g; can be expected to satisfy better

estimates than g.

Before addressing the estimates on g; = Ag, let us derive some information on the
traces of 9%g; at x = 0 for k = 0,1,2. Since w° = u,, we know that

u(t,z) — oy Inv(t,x) =uy Vt>0, x>0.
As a consequence,
8xv|z:0 = w = a:EE/|;r:07
i

and thus ¢1),=0 = 029|.=0 = 0. Taking the trace of (6.6) at = 0 (which is legitimate
since all terms belong to L?((0,T), H*(R,)), we find that

(610) 89691\36:0 = 585(:7_49::0 - BS(UJFM_D

We now take the trace of (6.7) at # = 0, noticing that all terms in (6.7) belong to
L*((0,T), H'(R)). Note that

0 v

Furthermore, In(1+ X) — X is quadratic close to X = 0, and we recall that (¢)j,—0 =
(029)jz=0 = 0. It follows that

(a2 ((1+2) - 2)), -0

We infer from (6.7) and (6.11) that

-1
(’Aaxgl)lmo =p (Aaflfg>|x20 = B0:1jz=0 = 528@1),
and thus
O
(612) Iuax ( ’;/g1> - _Saﬂﬁgllho - 68191\95:0
|z=0
2 - J—
(6.13) _ g ) sl — 1)
H It

Let us now state a lemma giving some coercivity properties on A:
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LEMMA 6.3 (Coercivity properties of 0,.4 and A0,). —
e Estimate for Ad,: let ¢ € H*(R,). Then

2

[0 ¢ = [T 02 4 g 0050
" @0 + 500 + e (0)2(0).

e Estimate for 0,A: let o € H*(R,). Then, for any weight function p € C}(R.)
such that p > 0 a.e.

| @Az p [ (%)p Cllolwaes [~ *

+220) (3010) = 57O) +12. (5)  e(0(0)

The proof of Lemma 6.3 is straightforward and provided in Appendix D for the
reader’s convenience.

We are now ready to tackle the estimates on g;. In the following, we denote by C
any constant depending only on the parameters of the problem (i.e. vy, uq, s, u).

>L>(L?) N L*(H') estimate:

We multiply equation (6.7) by g;. Using the first point in Lemma 6.3 together
with the observation (6.11), we obtain

1d [ u
14
6.14) 5% | / D1 )?

<l o (B0 o [ (m (14 2) - 2) ]

We now evaluate separately the two terms in the right-hand side.

e Integrating by parts the first term, we obtain

o (Se)o

Recalling that

< Cl0zgnll Lz gl Lo, y-

2 2
HgHLOO([O,T],L2(R+)) <&+ CWHH(O,T)’

we obtain

o)

e Using the definition of the differential operator A and integrating by parts,
we have

Ji A ({1 5)=5)o

el 0. (o(1+9) D
0

H 2 2 2
EnaxngL?(RJr) +C (50 + ||5||L2(oj)) 81"

+C‘/OOO(9§ (m(ug) —?})amgl .
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We now consider the nonlinear term. We have

o e -a ()

Consequently, recalling that  + g = v > 1 and using the fact that H'(R.)
is an algebra, we have
ax(g)g
v/ v

[z (n+2)-2)n
o (2)

< C||ax91||L2(R+) ”gHLoo([ojLH?(RJr)) ”g||H1(R+)

1 2
< C < / ‘I’ ||/8||H1(0 T)) ||g||H1(R+)||8Ig1||L2(]R+)-

YIS

< C||axgll|L2(R+)

H'(Ry)

< C0eg1ll 22my) ||g||H1(R+)

HY(Ry)

We obtain eventually

192 9y _ 9
‘“A A@<m(1+5> a)ﬁ

< o0 e,y + € (E0+ 1Bl o ) ol

Gathering all the terms, we are led to

d 00 ! oo
gl o 00t < (80 18 ) (188 + loline.)-

Integrating in time and using the bound

1/2
Hg|‘L2([O,T],H2(R+)) < C ( + ||B||H1(O T))

we get

2
(616) ||gl||200(0T] LQ(R+)> ||aﬂ»‘gl||L2<[0 T),L2(Ry) ) g[) +C (50 + ||/6||H1(0 T)> .

>L°°(H'Y) N L*(H?) estimate: Differentiating (6.7) with respect to x, we obtain,
using (6.11)

(6.17) 0,00g1 + 00 ABpg1 = 021 — 102 (az g) 0, AD? (m (1 9 ) j) .

We also recall (6.10) and (6.12):

s(vy — 1 Oy
agcgl|96=0 = Bya Masc ( gl) = _Saxgl\xzo - 68x91|z=0-
H v |z=0

We multiply (6.17) by 0,91p/7, where p € CZ(R,) is a weight function that will be
chosen momentarily, and such that p > 1. Using the second part of Lemma 6.3 and
replacing ,u@m(a”%gl )je=0, We have
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2
B > g1 _ 5 o 2
/0 (0, A40,01) xgl,/u/O (a< : )) P cupuw,m/o (Bag1)

+ (0ugian)” (=200 = £0(0) = 0(0)).

We now choose the function p so that the last term is positive at main order. More
precisely, we take

p(0)=2, p0)=-— 1<p(x)<2 VzeR,.
Then

(6.18) Aw«%A@m)awlp
u/ ( 91> BQS(M) - O\Ipllwm/o (0=91)" = C|BI*.

Note that the term |0yg1||r2(r,) is controlled thanks to (6.16).
We now address the terms in the right-hand side of (6.17).

e The first term is easily bounded thanks to the L?L? bound (6.16) on 0,;.
We have

* a2 p_ L= 20 (P 2
/0 817.9181?915 9/ (0291)70x (E}) - <8x91|x:0) )

so that

8 [ 02010.0.5] < ClBNIO e, + €I

e For the second term in the right-hand side, we use the bounds on g. We have

uﬁ/ 32( = g) :Egl—

e Let us now address the nonlinear term, which is quadratic in g. Integrating
by parts and recalling that A9%(In(1 + g/v) — g/v) vanishes at z = 0, we
have

/w@A%OnO+g>—g)@mp
0 (4 (4 (4
- [Taz (1 2)-2) (2.22),
0 (4 (4 (4
[T (w14 2) - 2) (22
0 (4 (4 (4

Furthermore, by definition of the operator A,
A2 <1n (1—}—“5]) —‘E]) O (ln <1+‘(_J> —g>‘
v v v v
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Remembering (6.15) and using the fact that H?(R,) is an algebra, we

obtain
422 (mn(1+2) - 2) <Jo.(2)¢
v v/ L2y vl R,
< C’H&L’QHH2 R+)||g||H2(R+)7

where we have used the fact that ||g|| ;e o7 w1.0(r,)) remains small.
As a consequence,

(6.19) ‘u /O 0, A (m (1 + i) - Z) &Cng‘

<c(

Gathering all the terms and using several times the Cauchy—Schwarz inequality,
we obtain, with ¢ = s*(v, — 1)%/u?

1d 2p ,u/ 0z 1 2
2dt Jo (9:01)°3 v +Cﬁ

C(1+ ||ﬁ||mm) /0 (@xg1)2+0|5|3+0 (181 + 19:gll22) 19113 (077,121

az a:c_g 1

+ Ha'vngLQ(Hh)) X HgHLoo([of],H%RJr))HaxgHHZ(Hh)‘
L2(Ry)

Recall that || 3|l ;o7 S 181107 < 1 for 4 small enough. Integrating with respect
to time and using (6 ) we get

2
ax amig 1

2 2
(620) Haﬂl”mo([o,?],ﬂ(&)) + + HBHLQ([QT])

L2([0,T]xRy )
2
< Ce+C (&+ 181 om)) +C (& +18lmomy ) 151207

Note additionally that the last term in the right hand side can be absorbed in the
left-hand side provided &% + || 8| (o7 is small enough.

>W1Le(L?) N HY(H') estimate: Let us now consider the time derivative of ¢,
satisfying

0,(Dugr) + AD, 0,1 — BAD,Drg + 1A, <ln (1 + 4
(0r91)jo=0 = 0.

NURS
——

AN
(6.21) - 77) + Ay,

Recall that we have by (6.11):

0,0
AD,0rg = 0,0,91 — 10,0, (;}29> .

ANNALES HENRI LEBESGUE



Local and global well-posedness of one-dimensional free-congested equations 1217

Multiplying Equation (6.21) by ;g1 and using once again Lemma 6.3, we get

1d

5% ‘ t91’ +*/ \8 atgl

0y v
< ulBl ’/R 0,0y (E)Q 9) I
+

901 | -

2 I\ _ 9

Integrating by parts and using the Cauchy—Schwarz inequality together with (6.2),
we have for the different terms of the right-hand side:

o First

1l 8| |/ 0,0y ( =5 9) Org1| <

e Next, for the nonlinear term, we use an analogue of (6.15), which yields

2 9\ _ 9
g ‘/ﬂh AD:0 (m (1 + 7/) v) %

< C||9tax91||L2(R+)

o 2 2 2,
=X T+||8tazgl||L2(]R+) + C||at9|| m([O,T],LQ(R+))|ﬁ| )

(n(+2)-2)
(2)!

C0:0e g1l 2@ ) |Oe gl 2w ) | 9| 2 (R

H2(Ry)

CHat wgl||L2 (Ry)

H2(Ry)

2
< r”at :vgl||L2 (Ry) +C||3t9||H2 (Ry) ||9|| > (10,7, H2(R))"

e Finally, recalling (6.11)

90 g1

0,V
lgl —p=5 g] D:0rg1
+ U

H 2 2 2
=X m‘|at81391”L2(R+) + Clﬂ ‘ (”gl” OO(OT} L2(Ry) ) + ”g”Lm([O T), LQ(R+))>'

Eventually, we obtain after time integration of all previous terms and the use of the
estimates (6.16) on ¢, (6.2) on g

2
(6.22) ||8t91||2<>o([o T),L2(R4)) + 10 xgl”L?((o T)xRy) 0[50 + (50 + ||ﬁ||H1(0 T)) ]

From there, using equation (6.7), we infer that

ngLOO (07),L2(R4)) C{EO * <5‘0 + HBHHI(OT))T'
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>Whe(HY) N H'(H?) estimate: We differentiate Eq (6.17) with respect to time:

(6.23) 04(0;0:91) + 02 A0 0,01
0, 0,
= B0+ 21— O ( vy ) —p o3 (Z;&:g> + 10, AD2 O, <ln (1 + ‘Z) - g) .

(4

This equation is endowed with the following boundary condition, which is to be
understood in a weak sense

atgx /
2, ( L 91) — B (D)oo — (B + 5) (910ag1) s
|z=0

v
D

(6.24)
_6/(25 + S)S(U+ -
1

In other words, for any test function ¢ € L*((0,7T), H*(R,)), for almost every
t € [0,T] (recall the regularities (6.8)-(6.9) on g;),

(6:25) (Du(0ug) (1), 0O -0 — [ ADDugr) Or
" (Sat@wgu:o—mzms) S ))mm

_ /OOO 1AD2D, (ln (1 + g) - Z) D) (t, @)

v [ g0+ 00 - it () - ook (%0 )|
0 2

In particular, we have used the fact that

100, (ln (1 + g) - g) =0
v v/ |z=0

in a weak sense. The weak formulation (6.25) can be obtained by writing the weak
formulation of (6.17) associated with 0,¢;, taking a test function of the form 0y
with ¢ € C1([0,T), H'(R,)), and integrating by parts in time.

Similarly to the L>°(H*) estimate we take ) = 9,(9;g1)p/ 7 in the weak formulation
above, with the same weight function p satisfying p(0) = 2, p'(0) = —%, 1 < p(x) <
2 V2 e Ry, and we evaluate each term separately. At the boundary z = 0, we have

s(vy — 1)
0

(626) (6ta$gl)|x:0 = 6/7
and the equality holds in L?*(0,T).
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e For the transport-diffusion term we have, replacing ¢ by 0,0;¢1p/ 7 in the left-hand
side of (6.25) and using Lemma 6.3,

_/ A(ataa:gl) Oy (8a:8t91€>
0 14

> o, (209", ¢ 9,0,9)
> f (0(%22) o= Clotwe [ (0:000)

+ (00gu—0) " (50(0) - £0(0))

- s+ 9= (00,0)_, p0)

|z=0

so that, with the boundary condition (6.26) and with a computation identical
to (6.18), the right-hand side of the above inequality is equal to

0:0i91 ? 2
m, (@( : )) p = Clpllwas /R+ (0:0191)

283(U+ 2_ 1)2 |B/|2 . 482(U+ 2_ 1)2ﬂ|/6,|2

_|_

Similarly to the L>(H"') estimate, the last term will be absorbed in the penultimate
one when |||~ < d is small enough, while the second integral is controlled thanks
to the previous H'(H')-estimate.

e In the right-hand side of (6.25) with ¢ = 0,0,¢91p/v, we have to control the
following integrals

I = B/R 8§at91 at&z:gl%
+

I = 3// 32913t3191£
R, v

0,7
I3 = uﬁ’/R 07 ( g) &e&pgl%
+

)

o [ Opv p

—742/15/]R o ?atg 81?817915
+

I = “/R AB20), (m (1 + g) _ g) 9. <atamglg> .
+

(1) The first integral is controlled via an integration by parts:

El 2 P 2
< [ @000, (2) + 5 @00
< CIBlI00: 13 a,) + CIB1B.
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1220 A.-L. DALIBARD & C. PERRIN

(2) For Iy, I3, I, the Cauchy-Schwarz inequality yields
L] + [1s] + | 1] < 1820101 72w,
n2( a2, 1I? 2
+ OBP(10201 ], o sy *+ 191 (o000,

+ H5H2m(0j) Hatg(t)“iﬂ(ﬂh) :

(3) For the nonlinear term 5, we have similarly to (6.19):

® o2 9y _ 9 »
‘“/o A0 (m(”a) a) Ou (ataxgl;;)'

0,0 0,
<o(fo.229] L jesmlie, ‘9 g
L2(Ry) U s,y 1V IH3(R)
0.0c01
<C< Dy ——= 110 0egnll2@y) | 109l m3@) |90 e (10,77, 18 2, ):
L2(Ry)

To control ||0,0,9] i2(r, ), we write in the case w° = u,:
3 g\ _ 310 U _ 9 a2 -
pﬁtﬁw In(1 + 5 = pﬁt@x In ; = 3,50:6 (U — u) s
so that |0,0:9||m2r,) < C(|0:h||m2ry) + 109l H2(R,)), Where we recall that
h=u—u.
Gathering all terms and integrating in time, we get, using (6.2), (6.3) and (6.16)

2

T p—

0,09
2 zVtY1
(627) ||8taxgl||Loo([07ﬂ7L2(R+)) + |10 7

+ 185207
LQ([O,T} XR+) L2<[07T]>

2 2 1/2 112
<C&E+C (50 + ||5HH1(O,T)) +C (50 + ||5||H1(0,T)> 18 HLz(oj)‘

Observing that the last term in the right-hand side can be absorbed in the left-hand
side provided &% + || 8| (o7 is small enough, we obtain eventually

8$ <8ta_xgl )
v

2
&0+ (€0 + 1813 )

2

||8t8z91||ioo([oj],p) + + ”ﬂ,Hi?([o,ﬂ)

L2([0,T]xR
(6.28) (0T)<k)

<C

> Conclusion: Combining (6.20) and (6.28), and recalling that ||| ;7 < J be

definition of T, we deduce that for & < ¢pd? with ¢y > 0 small enough (depending
only on the parameters p, vy, uy),

2

2 )
181 om) < € (go + (50 + ||5||';,1(0,T)) ) < Cap? + 08 <
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Local and global well-posedness of one-dimensional free-congested equations 1221

This completes the proof of Proposition 6.1 in the case w” = wu,. Note that in
this case O*«w® = 0 for k = 1,2,3. Hence the additional conditions on @w° are
automatically satisfied.

6.2. Case when ="' is arbitrary

In the case when @” is not constant, the estimates of the previous section involve
new contributions coming both from the equations, which contain additional terms
linked to 9, %", and from the boundary x = 0, since (9,9),—0 (and thus (g1)},—o) is
not equal to 0 anymore. More precisely,

&m+A@mzﬂA@g+mﬁﬁOnO+i>—Z)+A@w%m+ﬂﬂ)
Jijt=0 = A (7’0 - E’) )
with at the boundary z =0

(630) ()0 = ~sgazo 1 (02 (3)) | = =l0:l0 = 9))ano = w'(@) — s

(6.29)

=0

since u(t, z) — pd, Inv(t, z) = w°(x + Z(t)) for all ¢, z.

Nevertheless, we will show that these new contributions are all controlled provided
|2° — up | poe(ry) and ||(1 + v/2)05 2| 12k, ), kK = 1,2,3, are small. We recall that
using the definition of g; together with the estimates (6.3) and with the equation on
u, we have the regularities (6.8)-(6.9):

g1 € L2((0,T), H*(R,)), Ougr € L*((0,T), H*(R,)), 07gr € L*((0,T) x Ry ).

As a consequence,
akgl|58=07 8taigl\x:0 S L2<O, T)

T

for0<k<3and 0<<I<1.

6.2.1. Estimates on the traces

Let us detail the different traces associated to g; that will be involved in the
estimates and how they are controlled in L?([0,T7).
LEMMA 6.4 (Trace estimates). — Assume that ||w° — uy ||wio®,) < 1. Then

(1) Estimates on gijz—o:

2
(631) ||(gl)|l‘=0”312(ovf) + ||(8tgl)|r:0”312(0,f) < CHZUO - U+‘

(2) Estimates on 0yg1|z=o-

—1
(6.32) Oz G1je=0 = ﬂs(m,u) + Ry,

TOME 7 (2024)



1222 A.-L. DALIBARD & C. PERRIN

where

||R1”H1(0,T) < CH/BHHI OT HZUO — u+H

Whe(Ry)

+C <Hw —u+H

H1R+>

WLa( R+)
<& (1+ 18l (o)) < 051/27

(3) Estimates on the traces of the nonlinear term:

a’;<1n<1+?)—5_’> — T, k=1,23,
(4 |z=0
with

(6.33) T, = [ax (?) g

v/ v

:(:]7

|z=0

HTQHHl(O:T) CHW _u+HW14(IR) Céo,

0 2
HTSHHI(QT) <C (HBHHl 0.7) Hw N u+HW1v°°(]R+) T Hw N U+HW2a4(R+)>

gy
<C (50 +&’ ||5||H1([0T])>
(4) Estimates on 02gijy—o-

Oy
|z=0
where
1Rall s (o) < CUBlLs (o7 || #° U+HW1,00(R+)
(6.35) e (Hw T s )

Proof. — Throughout the proof, we recall that for all ¢ € [0,T], ¥ satisfies (6.1),

so that
st <) < 3st
— <7 —.
2 STV 2
(1) First, the estimate on gyy—o follows directly from (6.30), writing

T 1 _ 2
l9112=0l172 0 79 :/0 (t) @ (@ (1) — ue| (1) dt
2 AT ) e
<;/0 ‘w (x)—u+‘ dxéC’Hw = Ut|| o,

For the time derivative, we write
01 G1jz=0 = f/azwo(@

and integrate in time.
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(2) Estimates on 0,¢1|y—0: First, we have by (6.30)
a§<1n(1+g>—g) = - ag(g) 9/v_
v v/ e=0 v/ 1+g/v),,_,

50 @) ()

1 _ 2
= 2 (wo(x) — u+> =T
Note that the estimate of (6.33) with k£ = 2 follows.
Next, taking the trace of the equation satisfied by ¢ (6.6) (with the additional
d,w" in the right-hand side), we infer that

(@h90)ec0 = BO)m0 + 3 (I (14 5) = ) +0,0"@)

v v
(6.37) - “_:"0@5 + uTy + 0, ° (7)
PR C I
W

with

— )7
Rl = 5u+7fzu<x> + /,LTQ + ax’ll/o(f)

We then bound R; in H'(0,T). We have

1Bl o7y < € (18l o) [#° = 4] o, + 180 2(oizy 0

L>(Ry)

&Euzo‘

+ HT2HH1(077> + Hl(R+))'

Recalling that [|3]| 17 < 6 < 1, we obtain the desired estimate.
(3) Estimate of T5: we have

o (ln <1+ 9) - ?)
v (4
0

_ (Y _
B a””<v>1+g (1+2)2

Qe
w
N
Qe
~
3
N
IS
~
+
Yy
[a—
Tl
QI
S~—
w
N
HQJ
S
Q|
~
~_
w

Recalling the definition of A, we have

g
o2 <_)| o —5020a=0 — Ozg1ja=0

4
_i 0 7) —u o 8(U+_1>
M(w( ) — us) 57#

- Ry.
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1224 A.-L. DALIBARD & C. PERRIN

It follows that

e[ 2] () o2l

_ _339(%;3_1) (wo(f) — u+> +3(8 + s)

Note that (@®(Z) —u,)? can be considered as negligible compared to (w®(Z) — u, )?
since we assume that [[@" — uy|lyror,) < 1. Hence, taking the H' norm of the
right-hand side, we obtain

||T3||H1(0j) <C <||B||H1(0T) Hw U+HW1<><> (Ry) + Hw o u+HW24 R+)>

(4) Traces of 92g;
We have

s
% <81’ gl) = _S<8xgl)|x20 - (A8x91)|x20
v |x=0
where, thanks to (6.29)-(6.30) and (6.11) (recalling also that 9,7, = p~'s(vy —1)):

(A0291) g = B (AD29) )0 + 1t [‘A ( ( ) B gﬂ =0
(.,46 W’ (z+ 7 )

[ax@ﬂ)}“ww% (1+2)-2)]

+ s(vy — 2)0,w"(T) — pd’w

Hence, we deduce that

(639 ’ (aﬁggl) (54 B) (Outi)pey — R
|z=0

with, compared to (6.12), a remainder:
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Let us now estimate Ry. We have by definition of A
L [A@i (ln (1 + g) — g)
1
(4 9) -9 el e+ 2)-2))]
v v/ Jjz=0 v v v/ /)1 jz=0

= (1 (0:2)0 — ) [ajj (m (1 + f}) — g)LFO — [82 (ln (1 + i) - % LZO
= (vy = 2)spTy — pi* Ty,

Replacing in the expression of Ry and using (6.30), we obtain

s(vy —1 _
Ry, = %)ﬁ(wo(x) —uy) + (vy — 2)suTy — MZTS
+5(vy —2)0,w"(7) — pdiw’(T) — 7'(t)0, w" (7).
Thus
1Bellis o) < € (180 (oir) [#° = i |y e, + 1Tl o
0
+HT3HH1(0,T) + || w ‘H2(R+))
< ClBls (o) | @ u4Ww %)
o (e - u.’
0 ([ = s, + 29 )

This completes the proof of Lemma 6.4. [

6.2.2. Estimates on ¢y

We now turn towards the energy estimates for g;. As announced before, we focus
on the additional terms coming either from the boundary terms or from the non-zero
source term involving 9, w".

>L°°(L?*) N L*(H') estimate: Multiplying (6.29) by ¢; and proceeding as in the
previous subsection, we have now

s g [T < (8t 18 m) (197 + 90

~ s+
A Ad,w (x4 T)g1| + 5 6(91)|21:o + :U"(gl)lm:0<axgl>|z:0‘
+

{(e0+2)-2), o0

g g
Oy (ln <1 + 7—)) - E}) =0 |(axgl)|x:0|

=0

(6.39)

+

+ su
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1226 A.-L. DALIBARD & C. PERRIN

where the two last lines contain the additional contributions compared to the case
w® = u, (cf. (6.14)). We treat the integral involving 9, w" as follows:

0, w’

(wo(m +I)— u+) 0:91 + u/R+ - 001

A0, (z + F) gy = s/
Ry

Ry

5 (2°(@) — ws) (90)e=o0 + 10 %" (&) (91) =0

so that
A0’ (x + ) gy
Ry
H ~ ~
< Sv. (0201)” + s ’Wo(x) - U+’ ‘(91)|x:0‘ +u 8mw0($)‘ ’(91)\90:0‘
V4 JR4
0 ~ 2 0 o IE
* C{ Hw (+T) —us ey T (- +T) L2(Ry) ]’

where the first integral can be absorbed in the left-hand side of (6.39).

We then come back to (6.39) and integrate in time. The traces of g1, 0,91 and of
the nonlinear term are estimated thanks to Lemma 6.4. Note in particular that by
the Cauchy-Schwarz inequality

/OT ’(91)@:0(@91)@:0’ <C (50 + 55/2||5||H1(0,T))-

Gathering all terms, we deduce that
2 H 2
(6'40) Hng °°([0,T],L2(]R+)) + a ”8wngL2([O,T],L2(R+))

1/2 2 ?
<C (50 + & ||B”H1(O,T) + (50 + HBHHl(O,T)) ) :

>L>(H') N L*(H?) estimate: Differentiating with respect to =z Eq. (6.29), we
obtain (6.17) with the additional contribution 9,.49,#° in the right-hand side. Fol-
lowing the same steps as in the constant case w” = u,, we use Lemma 6.3 to handle

the diffusion term:
00 8 g 2 00
Y1l
>u/ <8x< = >> p— CHprm/ (Do91)?
0 v 0

/OOO (0,A0,91) 0w
+ (0g1jom0)” (ZMO) - gp’(()))

o
+ 7 <8x _g1> (axgl)\xzop(o)

QD

Choosing once again p(0) = 2, p'(0) = —4s/u and using (6.32), we have

(Bee)” (500~ 560)) + (022) 0200t

2
. <s<v+u—1>> (s +8)8" = C (RS + Rl 18] + | Ral 18] + | Ral | Rul)
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We then control the time integral of the second term in the right-hand side thanks
to Lemma 6.4.

Following the same steps as in the constant case w° = u,, we can check that we
have the following other additional contributions:

e the additional integral involving 9,.40,@" is treated by integration by parts
with boundary terms of the type 0% w‘(;,:o(axgl)‘m:o, k = 1,2. The integral is
easily controlled by use of the Cauchy-Schwarz inequality;

e from the nonlinear term, we get the following boundary term:

{AE)Q <ln <1 + g) - gﬂ oo (aa:gl)|a::07

which we also treat using Lemma 6.4, noticing that
1
wr(n(1+2) - 2) = (o (1+2) - 2)
(641) |z=0 v v v |z=0
= s(vy — 2)Ty — uTs.

We obtain

2
axgl

Op—
v

2
||8x91||Loo([o,T],L2(R+)) + + HBHL?(OT])

L2([0,T]xR+.)

<O | &+EV? -+ (& 2 )
ot HB”HI(O,T) + o+ HﬁHHl(O,T) :

>Whee(L2)NH(H?) estimate: Differentiating with respect to time Equation (6.29),
we get Equation (6.21) with an additional term in the right-hand side, namely
7' (t) A% w (z + Z(t)). Multiplying the equation by d;g; and integrating in space, we
have, similarly to (6.39)

1d [ 2 M [ 2
27 Jo (Org1) +v+/o (0:10291)

<C <50 + ||5||§{1(07T)> <|5/|2 +181” + ||9||?{2(R+) + ||atg||12LI2(R+))

(6.42)

+ [ 70 [ A2+ F(1)ag
Ry Ry
s+
+— 9 (atgl)\x 0+M’ Ahg1) = 0 (0:0z91) o= 0“*‘# ‘3tT2 8t91>|x 0‘
+ |5 | ‘91|x=0’ atgl|x=0’-
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1228 A.-L. DALIBARD & C. PERRIN

We first consider the integral term involving Ad?w°(z + Z(t)):

7' (¢) A A%’ (z +Z(t)) 01
= —7(t) /R+ (Aaxwo (z+2(t) — p <a;;’axw0 (z + :E(t)))) D201
-5 [0 o+ 510) - 0 (B0 0450 @,

|z=0
The integral is then controlled by a Cauchy—Schwarz inequality, using the trace
estimates from Lemma 6.4 together with Lemma C.1

A

0 (A0 o+ 3(0) - (L0, e+ f(t»)) 0,00
vy +VEE

1+\/E) Oy

To conclude as in the constant case, we @ve to control the different boundary terms
n (6.42). Using Lemma 6.4, their L2(0,T) norm is bounded by

(H!hx 0‘

i
< J 10, 9691||L2((0T)><]R+ + C(H\/_3 w’

L? R+)>

L2(Ry)

e |

+ ||8tT2Hi2(oj) + Hatguzzo

H(0T) L2(0T) ‘(915 291le=0 £2(0,T)

+ HB HL? OT Hgllx O’

Hl(OT)>
<C (80 + 1/2H6HH1(0T))

Note that we used here the smallness of &. We obtain eventually

2 2
Hat91||Loo([o,T],L2(R+)) + ||axatgll|L2([O,T]><R+)

2
<C (50 + (50 + Hﬁ“iﬂ(oT)) T Séﬂ”ﬁ”]{l(@,T)) :
>Whe(HY) N H'(H?) estimate: We differentiate the equation (6.17) satisfied by

01 With respect to time:
0, v o [ Oy
— g) + upo; < 2 )

(643) 3t(c9t(9$g1) + azAatazgl
1 10, AP0, <ln (1 + fj) - g) + 7 (00, AW (x + (1))

= BO20,g1 + B'02q1 + nfB o> <

As in the constant case w” = uy, we aim at obtaining a control of [9,0,61| 1 (12) +
|8']| 2. For that purpose, we want to use (0;0.91)p/v as a test function in the weak
formulation associated with (6.43). This weak formulation is similar to (6.25), with
extra source and boundary terms. Using (6.41) and Lemma 6.4, we find that for
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any test function ¢ € L*>((0,T), L*(Ry)) N L*((0,T), H'(R,)), for almost every
€ (0,7),

<at28xgl( ) H e _/ 815 xgl xw
- (5@ e G1le=0 + B'0xg1j2—=0 + 3tRz> Yle=0

- /0°° 1L AD?0, (ln (1 + g) - g) Oup(t, @) d
+ /ooo [583&591 + 80291 + pnp'o; ((92 g) + . (avv )] v
+7(1) [T A @ + 7))
— [sp(vy — 2)0, Ty — pdy T3] Yla=0-

We now take v = (9;0,91)p/ v, with p € CZ(R.) such that p(0) = 2, p/(0) = —4s/p
as before.
The diffusion term is treated as previously:

p
_/ at acgl (8matglgj>
0:0:g 2 2 2
zUty1l
>, (az (a )) p—Cllpllwze /R ) (9:0191) " + 35 (910xg112—0) -
Recalling (6.32), we have
y -1
(6.44) (0:0i91)jo—0 = 3 S(“ﬂ) + O, R,.

Gathering all the boundary terms of the left-hand side of the weak formulation, we
obtain, using once again Lemma 6.4

(5@ e G1le=0 + B'0xg1ja—0 + 3tRz> (0:0291) — + 35 (@@:gux 0)2
> €7 (00210=0)” — C () (egiems)” + (@12)°)
> B = C (@R + 18 (1810 + IRl o7y ) + (@)

for some constant C' > 1 depending only on the parameters of the problem. Note
that

[ (@R 4187 (1500 + IR o ) + @12

<C (50 + (& 180, T))2> |
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The reader may check that the other additional boundary terms can be controlled
as well. Eventually, we are led to

T oo 010, ’ !
||3tc9x91||ioo([0,ﬂLz(R+)) +/0 /0 <a;p< t - 1)) + ||6 ||iQ(O,T)

<c <50 +(&+ ||ﬁ||zl(0,T>)2)

+ C ||ataxgll|i2((0’T)XR+)

) 212
< (50 + <50 + ||/6HH1(O,T)) +& ||5||H1(0,T)> :

Conclusion. We infer that

2
1812 o) < © (50 + (& + 1810 +55/2“5”H1(0:T)> |

The Cauchy—Schwarz inequality then entails

2
1900 oy < € (&4 (80 198y )
Assume that
50 < 0052.
Then
||6||i11(0’?) < 00052 + 054

Once again, choosing the constant ¢y small enough, we obtain the desired result.
This completes the proof of Proposition 6.1. 0

6.3. Long time behavior
COROLLARY 6.5. — Assume that the hypotheses of Theorem 2.3 are satisfied.

Let (Z,vs,us) be the unique global smooth solution to (2.15)-(2.16)-(2.12c) con-
structed in Proposition 5.1. Then

(6.45) 1Z'(t) — s| + sup |(vs,us)(t,z) — (v, u)(x)) — 0 ast — +oo.
zeRy
Moreover, setting ps(t, x) = ps(t) = —p[0zUs)|z=0, We also ensure that

(ps = p)(t)] — 0 ast — +oo,
where p_ = —u[0,u]j,—0 = s*(vy — 1) has been defined in Lemma 2.1.

Proof. — The result easily follows from the controls of the solution (z, v, us) and
its time derivative. For instance, v, — v is controlled in L? N L*(R,, H'(R,)) and
Ow, € L*(Ry, H'(R,)). Therefore,

(v = 2) (Dl g1y, —> 0 as t = +oo,
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and

- - 1/2 = 1/2
sup |(v,=0)(t,2)| < Ol (v = DO on, ) 1905 = D) (D) }5fg,) — 0 ast = +oo.

rzeRy

The long time behavior of us — 2 and ¥’ — s can be derived with the same arguments.
Finally, the long time behavior of p, is obtained through the control of 9, (us — u)
in L? N L*(Ry; HY(R,)) and of 9,0, (us — u) € L*(R,; H'(Ry)). O

Appendix A. Linear parabolic equations with Dirichlet
boundary conditions

In this section, we consider equations of the type

Oyu + 0, (b(t, z)u) + c(t, z)u — 0, (a(t, x)0u) = f(t,x), t>0, x>0

0
Ug=0 =0, Up—g =u".

(A.1)

We denote Qp := (0,7) x R,. We will always assume that there exists a > 0 such
that

(A.2) a,b,c € L*=([0,T] x Ry), inf a>a>0.

[0,T] x Ry

Note that under such assumptions, it is classical that for any f € L%([0,T], H *(R,)),
for any u® € L?(R ), equation (A.1) has a unique weak solution

we L= ([0,7), L*(Ry)) N L? ([0, 7], Hy(R..))

We will now derive regularity estimates for u. These estimates are quite standard,
and can be found in numerous textbooks on partial differential equations. Since they
are used repeatedly in this paper, we gathered them in the following Proposition,
for which we provide a proof for the reader’s convenience.

ProPOSITION A.1. — Let T' > 0. Assume that
c € WH([0,T], L%(R+)), b€ Wh(Qy),
a€ H ([0,7], L*(Ry)) N L* ([0, 7], H*(R,)).
Let u® € H' (R, ) such that u°(0) = 0, and let f € L*(Qr).
Letu € L>=([0,T], L*(R,))NL*([0,T), H} (R.)) be the unique weak solution of (A.1).
Then u € L=([0,T], H'(R.)) N H'([0,T], L*(Ry)) N L*([0,T], H*(R,)) and we

have the classical energy estimate

2
(A.3) Ap = ||u||%°°([O,T],L2) + 10zull 720, < C (Hf”%Q(QT) + HUOH%?(M)) "
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for some constant C' = C(a, ||b|| Lo (), ||¢]| Lo (@r), as well as the higher regularity
estimates

82

(Ad) Ar = (10l o+ [1Orullfage +

L2L2

<C

2 2
lallzes |0, + (110ub172 10 + llellFagee el g2 + [ £1I72L2

2 2 4 2
t (1100l oo 12 + 105l 7oe 2 + 190all7 4 + 1050 o s + b1 ) ||axu||L2L2]

and

2 2
(A.5) HatU”Loo 0,7),22) T 10:0pul[ 12

<c|u];

2
oy (L 10 gwey + llelFoe o) + lallie ey + Ao 191721

2
+ AL (10l Zaagy + el + 110kall o 2 + 1Bl (@p) + 1) + 10 12 |

Proof. — The weak solution u of (A.1) can be defined as the limit as R — oo of
the solution ug of the linear equation in a bounded domain

(A.6) OQuur+ 0.(b(t,x)ur) + c(t, x)ur — O.(a(t, x)0,ur)
— f(t,x), t>0, z€(0,R)
URje—0 = URjz=r = 0, Up—o = U,

where u% = uxg, where yr(z) = 1if 2 < R—2 and xg(z) = 0if x > R — 1,

with ||xr|[wze~ < C. In turn, the function ug is defined as the limit of the Galerkin
approximation

Upn(t,x) = de t)wg, r(2),

where wy, r are eigenfunctions of the Laplacian with Dirichlet boundary conditions
in (0, R), normalized in L?, namely wy, z(z) = (2/R)"?sin(krx/R). More precisely,
for all k € {1,--- ,n}, for a.e. t € [0, 7]

R R R
AT [ uraunn = [ bOuradrwnn+ [ eOunaltionn

R
+/ t)OpUuR )(%wk,R:/O f(t)wy, g

The initial data ugn)—o is the orthogonal projection onto Span(wy g, - , Wy g) i
L*(0, R) of u%.
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Energy estimate (A.3). The classical energy estimate is obtained by multiply-
ing (A.7) by d"(t) and summing for k € {1,--- ,n}. Using Cauchy-Schwarz in-
equalities, we infer that

d

(A8) =

2 2
[urn(t )”LZ((),R) ta Haqu,n(t)Hm(oﬂ)

61 o :
< IOz 0m + (1+a”>+||can> MG,

Integrating in time and recalling that ||ug,, (¢ = 0)||r2(0,r) < [[u%llr2(o,r) < [W°|lr2®.,),
we deduce that up, satisfies (A.3) for all R, n. Passing to the limit as n — oo, we
deduce that up also satisfies (A.3).

Estimate (A.4). We first multiply (A.7) by (d;"")'(t) and sum for k € {1,--- ,n}.
After integrations by parts in space and time, we get

/R U\ax ()] +// Orurnl”
—/ 8uRn )| —// . (bug 8tuRn—// CURnOtUR

0,
+/ / f atuRn+/ / ta |azuR,n|2
and therefore

(A.9) /R“(t)mxum / |2+1/t/R|atm@n|2
< [ o + [ [0 0,

2
+ O[Hbumm) 10utirnl 720y + (||axb||L2Loo el ) urnlyoe 2 + £ 1132000

The crucial point here is to notice that thanks to the compatibility condition u%(0) =
u%(R) = 0, we have

(A.10) 10t (t = 0)[| 129 5y <
Indeed,

L2(0,R) < HUO’ HY(Ry) '

8uRnt—O Zd 8ka

Computing dR ) and using the compatlblhty conditions on u%, we infer that

Rn kmx \/7 / kmx
d."( \/7/ ul(x sm( dr = " Oyul(x) cos = dzx.

Setting vy p := \/%cos(lmx/R) for k > 1, we notice that (v; g)r>1 is an orthonormal
family in L?(0, R), and that

n

azuR,n(t - 0) - Z (8mu?{u Uk,R) Uk, R,

k=0
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where (-, -) is the usual L? scalar product. Inequality (A.10) then follows from the
Bessel inequality.

Next, we multiply (A.7) by AFd;>"(t) where A2 is the k** eigenvalue of the Lapla-
cian. Summing for k € {1,--- ,n}, we get after integrations by parts:

—/ / (a0, R ) OPUR, = —/ / o (bug )0 URn—/ / CUR PO UR
+ /0 /0 f OPup, — /0 /O Oyttt

Using the Cauchy-Schwarz inequality, we deduce that

(A.11) /t/Ra
C[1oralison + [ |5

+ (1020172 0 + ||c||%2m) |

Combining (A.9) and (A.11), we obtain

/Ra(t)WxURn(t |2+1/t/R]0tuRn|2+410/t/R
<[P e+ [ [T el g [ [

+ C| 181007 10stimn 720y + (10l 72 e + Nl F e “uR,nHLOOL2+HfH%2(QT) :
(Qr)

!6’ ural” + [BllZ @) |100trall20p

) 2
a@uRn

(9@ ’auRn|

Moreover,

R 2
/0 18sa| |Osttnl

HataHL?(O,R) Ha:cuR,nHB(o,R) Haqu,nHLoo(o,R)

NN

C ||ata||L2(0,R) ||aqu,n||L2(o,R) Ha:vuR,n”Hl(o,R)

so that

t rR 9
[ 1oral 192un
0 J0

 + Cy (110l g2 + 1100l T 12) 19st0ma 2

2
L2(Qr

In the same manner,

INSE

2

2 2 4 2
o T On (100l s + 190l o o) 10ty -

ANNALES HENRI LEBESGUE



Local and global well-posedness of one-dimensional free-congested equations 1235

As a consequence, choosing 7 small enough, and setting J(§) = £ + &2 for £ € R,

R 9 t rR 9 t rR
o [M10eura®P + [ [ lounal? +a [ [
0 0 J0 0 J0

C\llall e 1021rn(0)[720.5) + (7 (100l oo 12) + T (1050l 70e 1)) 10stimnll 72,

9 2
8qu,n‘

2 2
- 1Bl 0y N0utimal| 20y + (105002 + llellZoroe ) Ntmn o 2 + ||f||%z(QT)]

and eventually, passing to the limit n — +oo

2
L2((0,T)x(0,R))

2 2
||aa:UR||Loo((o,T),L2((o,R)) + ||atUR||L2((o,T)x(o,R)

2
3l + (7 10l 2) + T (100l 1)) 102l

Cllall~

2 2
(0 105l e + (1025225 + lelZene) luugllfoors + HfH%zm] .

FEstimate (A.5). In a last step, we differentiate (A.7) with respect to ¢t. We find
that up,, == Jyupr, also satisfies a weak formulation similar to (A.7), namely

R , R , R ,
(A.12) / Oty (D) — / b(t)ilyy, (£) Dt o + / ()l (Wit
0 0
+/ aU’Rn )aka—/ fRn ka+/ Grn(t)0p Wi R
where

f~R,n:: atf + atcuR,na
JRn= — atbuR,n + 8ta'aaruR,n

and with the initial data
W (0) = Py [0, (b(t = 0)ufy) — c(t = 0)uly + 0, (alt = 0)0,uf)]

where P, is the orthogonal projection in L?(0, R) onto Span(wi g, ,wn ). Us-
ing (A.4), we obtain

|

L2((0,T) % (0,R)) <C (||8tf||L2(QT) + HU'RJL||L°°([07T]7H1(07R)) ||8tc||L2(QT)) ’

lgrall 200y 0,1y < C | Nl s 0,121,220, ) 106Dl 20,77, (1)

H110eall oo o, 2243y 10w tRonll 20 77,1 ]
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so that

2

2
/ /
U HL°°L2 [0t

<ofl

H2(Ry

L2L2

2
(L 100 e ey + llellZe + llall e ) + Ao 12617

2
+ A (10l ey + el + 10hall oz + [Blloc + 1) + 10:f 720

Passing to the limit as n — oo, we deduce that ug satisfies (A.5).
We then extend ug to (0,7") x (0,+00) in such a way that the extension satisfies
the same bounds as ugz. The family thus obtained is compact in L2 ([0,7] x R,),

loc
and we can extract a subsequence converging weakly in w* — L*([0,T], H*(R,),

and whose time-derivative converges weakly in w* — L>([0,T], L*(R,) and in w —
L*([0,T], H (R, )). Passing to the limit in (A.6), we find that the limit is a solution
of (A.1), satisfying the estimates (A.3), (A.4) and (A.5). O

Appendix B. L? estimates for some nonlinear parabolic
equations

In this section, we consider diffusion equations of the form
D19 — 7 (1)0sg — s In (1 ‘ ?) —G. te(0.T), z<(0.R),
g

(B.1) gle=o = 9o € Hy((0, R)),
Jlz=0 = 0,
Jo=r =0 if R <oo, lim g(t,z) =0 if R = +oo0.

We prove the following

LEMMA B.1. — Let G € L*((0,T) x (0,R)), go € H((0,R)). Assume that
g € Wh* n HY((0,T) x (0,R)) and that g,—o = 1. Assume furthermore that
M~ <y (t) < M for a.e. t € (0,T), for some constant M > 1.

Let g € L*>([0,T], H'(0, R)) be a solution of (B.1) such that d,g € L*((0,T) x
(0, R)). Assume furthermore that 1 < g+ g < C, 1 < g < C a.e. for some constant
¢ >1.

Then g/g € L>([0,T], H' (0, R)) N L*((0,T), H*((0, R))), and there exists a con-
stant C' depending only on i, M and ||g|[w1.(0,r)x[0,r)) such that

9] o< (0,77, 711.0,R)) + Hatg”LQ((O,T)X(O,R)) + HaxgﬂLz((o,T)x(o,R))

< C (lgoll i +1G 20y x 0.5 + N9l 20,y % 0.7
and, if R = 400,

()

< C (llgollzr + Gl 2oy + gl 20m)xrs))
L2((0,T)xR+.)

. 1 2
+Cinf (1,72) (lgollmr + Gl 2omyxmy) + lgllz2omyxes))
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Additionally, for all R > 0, g satisfies the exponential growth estimate
91l Lo (0,1, 0,R)) + 10eg|l 20,7y (0,R)) + |09l L2¢(0,7) % (0, R))
< C (llgoll s + Gl 20y 0,1 exp((1 + [1929112)T)-

Proof. — The proof is quite classical. The only subtlety lies in the derivation
of the L>*°(H") estimate. We only sketch the main steps in order to highlight the
dependency on g. Note that our purpose here is merely to derive energy estimates
once the regularity of the solution is known, rather than proving extra regularity for
the solution.

e We start with the L>°(L?) estimate. Multiplying (B.1) by ¢ and integrating by

parts, we obtain
1d (R, Rax(%) R
-2 2, :/ Gy.
sai by 190 ), Ti'a%9= | Go

Recalling that g > 1, g+ g > 1, we have

[ 0= [ O Sz |5

and therefore
(B-2) gllzeqo.r.L200.R)) + HaﬁﬂgHLQ((O,T)X(O,R))
C (9ol 2.0 + Gl 20 myx oy + (1 + 10:301.0) 9l 20y < 0.m) -
Note that we also obtain the exponential estimate
191l o< 0,7,£20,8)) + 1929l L2 0.7y % 0, 7))
_112
<C (||90HL2(0,R) + ||G||L2((0,T)><(O,R))) exp ((1 + Hangoo) T) :

e Let us now tackle the L>(H?') estimate. We multiply (B.1) by 9; In(1 + %) and
examine each term separately. We have

R g
/ 8,90,In 1+
0 g
[ pran, ot O gy
=) T3 9 9= 51720 g+g? 9 g
As for the diffusion term, we recognize a time derivative

—u/ 8mln<1—|— >(9tln<1—|— )—u/ aln<1+ )ata ln<1+g>
g g g
2
_pd g
=57 <0xln <1+§>>
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Transferring the transport term into the right-hand side and using a Cauchy-Schwarz
inequality, we obtain

Aﬂe—g@@w@m<1 ) . gjg2+c/ﬂp%u@w%.

Gathering all the terms and recalling that g >

1, g+ g < C, we obtain
02

+ ‘

L2((0,T) % (0,R)) 91l Lo ((0,1),L2(0,R))

9 90

<¢(|o-75%g

+ G20y < 0.8) + 1929 20,7y % 0, 7))
L2(0,R)

+ 100l gl om0 )

Recalling (B.2), we obtain the estimate announced in the Lemma for ||0,g|| Lo (mm)
and ||0tgHL2(L2).

e Let us now derive the estimate on the second derivative in the case R = +oo

Let us set f = 0, In(1 + %). According to the previous estimates, we know that
fe L>((0,T), L*(R,). Furthermore, using equation (B.1), we have

ﬂaxf = atg - g/(t)aa:g -G e LQ((Oa T) X R-ﬁ-)'
Hence, using the previous estimates,

100 £l 2o.yxy < € (199l oy + 10590 2oy xry) + G 220

<C wmmWH+meﬂmg+W%mwmm)

In particular, the Gagliardo-Nirenberg-Sobolev inequality entails that

- 1/4
I scomrens < O 1O e. 10 Ol |

XR+))

1/2 1/4 1/4
CHfHLoo( 0,7),L2(Ry)) HfHL2 ((0,T)xRy) 10, fHL2 ((0,T)xRy)
<C <H90|’H1(R+) + 19/l 220,y xR ) + HGHLQ((O,T)X]R+))
Now
ax :alen 1—|—j :81 g = g _ .
f ( g> 1) Tipe
Thus

I a'wchLZ((O,T)XRJr)

C (10: 1l 2o,y sy + 1 0.y x2))
<C (H90\|H1(R+) + [lgllz2 0,0y xr4) + HGHL2((07T)xR+))
. 2
+ Cinf (l,Tl/z) <||90||H1(]R+) + gl 20,1y xR ) + ||G||L2((0,T)><R+)>
O
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Appendix C. Two technical Lemmas

LEMMA C.1. — Let F € L*(R,) such that \/rF € L*(R,), and let M > 1. Let
y € L>([0,T]) such that y(t) > t/M a.e. Then for all T >0, R >0

/()T/ORFQ(x+§(t))dxdt< M/OoozF2(z) dz

Proof. — We write

T (R T rR+y(t) T oo
/ / F2(z + §(t))dz dt = / /~ F2(2) dz dt < / / 1,0 F2(2) dz dt.
o Jo 0 Jy) 0o Jo

Using the assumption on y, we deduce

T rR T froo
// F2(a:+§(t))dxdt<// 1o F2(2) dz dt
0 0 0 0

< M/OO 2F2(2) da. O
0

LEmMMA C.2. — Let 41, U2 € L2.([0,T]) and such that g, € L*NL>*(0,T). Assume
that 7,(0) = 7»(0) = 0 and that M~ < g} < M for some constant M > 1 and for
i=1,2. Let w® € Wh*°(R,) such that \/z0,w°, \/xO?w’ € L*(R).

Then there exists a constant C' depending only on M such that

@)~ @ @) ey

<C (H\/Eaxw

peiy) 1= Bl oy

+H\/_82

L2(Ry) L2(Ry)

and

< CT = Bll 2o ||VZ0.2°(2)

0/~ 0/~
Hw (G1) — @(52) L2(0,T) L2(Ry)

Proof. — First, using the Sobolev embedding H'(0,T) C L>(0,T), we have
@) — '@~ o) <C(l@"G) — @)z
10w G) — @ @)z ).
Let us start with the first term in the right-hand side. Using a Taylor formula,
@’ (51(1)) — @’ (2(t)) = (G:(t) — Ba(t)) /01 Opw" (T1(1) + (1 = 7)72(1)) dr.
For a.e. t € [0,T], the Cauchy-Schwarz inequality implies

’Z/l —3/2 \—‘/

<25

— Pl 2.1 -
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Hence, setting z = 79 (t) + (1 — 7)y2(t) and observing that z/M <t < Mz,

2
L2(0,T

~ ~ ~ ~/ 112
|« @) = @) 1) <150 = Bl 7201y

x /OT/Olt(aWO (rin(t) + (1 = (1)) drdt

2 || ~1 112 MT 1 0 2
<M NG = Blizom [ ] #(0:0°() drdz
2
L2(Ry)

~ ~7 112
< M2 ||y/1 - yé||L2(07T) H\/E@wwo(z)

The second term is treated in a similar fashion.

Appendix D. Proof of Lemma 6.3

— Id “/ €T (_> .

Let ¢ € H*(R,) be arbitrary.
e Integrating by parts and recalling that »(0) = 1,

/OOO(A&M)@ = —/OOO 5000  — u/ooo o8 (ajf)) @

= )+ [ p0)

e In a similar fashion, for any p € CZ(R.),

/Ooo(ﬁxflso)gp = —8/00o Do %p -~ u/ooo (05 (g )
S S o0
= p

= p
N AN
2Jo \vw
S
+ 5007p(0) = £o(07(0) +10, (£)  £(0)0(0)
v |z=0

The result follows.
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