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Résumé. — Nous classifions complètement les graphes infinis localement finis avec des
groupes de classes pures admettant un ensemble générateur grossièrement borné. Nous étu-
dions également les propriétés algébriques du groupe de classes pures : nous établissons une
décomposition en produit semi-direct, calculons le premier groupe de cohomologie entière, et
classifions les situations où ces groupes sont résiduellement finis ou satisfont l’alternative de Tits.
Ces résultats fournissent un cadre et quelques étapes initiales vers la rigidité quasi-isométrique
et algébrique de ces groupes.

Contents

1. Introduction 374
Comparison with Surfaces 378
Rigidity Questions 378
Outline 380
Acknowledgments 380
2. Preliminaries 380
2.1. Mapping class groups of infinite graphs 380
2.2. Elements of PMap(Γ) 383
2.2.1. Loop swaps 383
2.2.2. Word maps 384
2.2.3. Loop shifts 384
2.3. Coarse geometry of groups 385
3. Semidirect product structure and cohomology 386
3.1. The case |Eℓ| ⩽ 1 386
3.2. Flux maps 386
3.3. Flux zero maps 391
3.4. Space of flux maps 394
3.5. The rank of integral cohomology 399
3.6. Relation to surfaces 400
4. CB generation classification 401
5. Residual finiteness 406
5.1. Forgetful map 406
5.2. Finite rank if and only if residually finite 407
6. Tits alternative 408
6.1. Infinite rank: fails to satisfy TA 408
6.2. Finite rank: satisfies TA 411
References 413

1. Introduction

A recent surge of interest in mapping class groups of infinite-type surfaces has
prompted the emergence of a “big” analog of Out(Fn) as well. Algom-Kfir–Bestvina
[AKB21] propose that the appropriate analog is the group of self proper homotopy
equivalences up to proper homotopy of a locally finite, infinite graph.

One main difficulty of studying these “big” groups is that the classical approach
of geometric group theory is not applicable. In particular, the mapping class groups
of infinite-type surfaces and those of locally finite, infinite graphs are generally not
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Generating Sets and Algebraic Properties of PMap(Γ) 375

finitely generated, and not even compactly generated. Fortunately, they are still
Polish groups (separable and completely metrizable topological groups), to which
Rosendal provides a generalized geometric group theoretic approach. The role of a
finite or compact generating set is replaced with a coarsely bounded (CB) generating
set. For example, a group that admits a coarsely bounded generating set has a
well-defined quasi-isometry type [Ros22, Theorem 1.2 and Proposition 2.72], and
a coarsely bounded group is quasi-isometric to a point. A group with a coarsely
bounded neighborhood around the identity is said to be locally coarsely bounded,
which is equivalent to having a well-defined coarse equivalence type, and is necessary
to have a coarsely bounded generating set. Using this framework, Mann–Rafi [MR23]
gave a classification of (tame) surfaces whose mapping class groups are coarsely
bounded, locally coarsely bounded, and generated by a coarsely bounded set. This
established a first step toward studying the coarse geometry of mapping class groups
of infinite-type surfaces. Recently, Thomas Hill [Hil23] gave a complete classification
of surfaces that have pure mapping class groups with the aforementioned coarse
geometric properties, without the tameness condition.

In the authors’ previous work [DHK23], we gave a complete classification of graphs
with coarsely bounded, and locally coarsely bounded, pure mapping class groups, the
subgroup of the mapping class group fixing the ends of the graph pointwise. In this
paper, we provide the complete classification of infinite graphs with CB-generated
pure mapping class groups, fulfilling our goal to provide a foundation for studying
the coarse geometry of these groups. In the following statement, E refers to the
space of ends of the graph Γ and Eℓ is the subset of ends accumulated by loops.

Theorem A. — Let Γ be a locally finite, infinite graph. Then its pure mapping
class group, PMap(Γ), is CB generated if and only if either Γ is a tree, or satisfies
both:

(1) Γ has finitely many ends accumulated by loops, and
(2) there is no accumulation point in E \ Eℓ.

Remark 1.1. — Alternatively, we have a constructive description: PMap(Γ) is CB
generated if and only if Γ can be written (not necessarily uniquely) as a finite wedge
sum of the four graphs from Figure 1.1.

Table 1.1 illustrates the complete classification of graphs with CB, locally CB,
and CB-generated pure mapping class group. Observe the trend that PMap(Γ)
admits more complicated coarse geometric properties when Γ has more complicated
geometry.
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Table 1.1. (Theorem A and [DHK23]). Classification of Γ with CB, locally CB, and CB-generated PMap(Γ). Here Γc is the
smallest connected subgraph that contains all the immersed loops in Γ. According to the implication CB⇒ CB-generated
⇒ locally CB, each cell is filled with the most general property. For example, a cell labeled by CB-generated means that
for such Γ, PMap(Γ) is CB-generated but not CB.
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Figure 1.1. Every graph with a CB-generated pure mapping class group can be
written as a finite wedge sum of these four graphs. From left to right these are: a
single embedded loop, a single ray, a Loch Ness monster graph, and a Millipede
monster graph.

The main tool used to prove Theorem A is the following semidirect product
decomposition of the pure mapping class group. Here, PMapc(Γ) is the closure of the
group of compactly supported mapping classes and Zα is generated by commuting
loop shifts.

Theorem B. — Let Γ be a locally finite graph. Let α = max{0, |Eℓ(Γ)| − 1}
for |Eℓ(Γ)| < ∞, and α = ℵ0 otherwise. Then we have the following short exact
sequence,

1 −→ PMapc(Γ) −→ PMap(Γ) −→ Zα −→ 1
which splits. In particular, we have PMap(Γ) = PMapc(Γ) ⋊ Zα.

As a corollary, we compute the rank of the first integral cohomology of PMap(Γ).
This allows us to see that the number of ends accumulated by loops of a graph Γ is
an algebraic invariant of PMap(Γ).

Corollary C. — For every locally finite, infinite graph Γ,

rk
(
H1(PMap(Γ);Z)

)
=


0 if |Eℓ| ⩽ 1,
n− 1 if 2 ⩽ |Eℓ| = n <∞,
ℵ0 otherwise.

We also show that PMap(Γ) distinguishes graphs of finite rank from graphs of
infinite rank. Recall a group is residually finite if it can be embedded into a direct
product of finite groups.

Theorem D. — PMap(Γ) is residually finite if and only if Γ has finite rank.

A group satisfies the Tits Alternative if every subgroup is either virtually solvable
or contains a nonabelian free group. Interestingly, it is exactly the graphs with
PMap(Γ) residually finite that satisfy the Tits Alternative.

Theorem E. — PMap(Γ) satisfies the Tits Alternative if and only if Γ has finite
rank.
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These three results are steps towards determining when the isomorphism type of
PMap(Γ) determines the graph Γ, as in the surface case [BDR20].

Another closely related group to Map(Γ) is the mapping class group of the doubled
handle body MΓ, obtained from the thickening of Γ in R3. Since the first draft
of this paper has been available, Udall [Uda24] built a surjective homomorphism
Ψ : Map(MΓ)→ Map(Γ) with a compact kernel, generated by sphere twists. This is
the first extension of [BBP23, HV04, Lau74] to infinite graphs Γ. He further proved
that ΨP := ΨPMap(MΓ) : PMap(MΓ) → PMap(Γ) is a quasi-isometry if PMap(Γ)
is CB-generated, and using this he proved that the same results of Theorem A,
Corollary C, Theorem D, Theorem E and [DHK23, Theorem E] hold for PMap(MΓ).

If Γ is the infinite rank graph with a single end (the Loch Ness monster graph)
and Γ′ is the wedge sum of Γ with a single ray, then the groups PMap(Γ) and
PMap(Γ′) inject into Out(F∞) and Aut(F∞), respectively, by [AKB21, Theorem 3.1
and Lemma 3.2]. Thus we immediately get the following corollary. We note that one
can instead prove this directly, e.g. see [Use].

Corollary F. — For F∞, the free group on a countably infinite set, Aut(F∞)
and Out(F∞) are not residually finite and do not satisfy the Tits alternative.

Comparison with Surfaces

The statement of Theorem B is exactly the same as for pure mapping class groups
of surfaces, seen in Aramayona–Patel–Vlamis [APV20]. Although the proof we give
is similar in spirit as well, we have to make use of different tools. In [APV20] the
authors make use of the homology of separating curves on a surface and build an
isomorphism between the first cohomology of the pure mapping class group and
this homology group. For graphs, we do not have any curves to take advantage of.
Instead we use partitions of the space of ends accumulated by loops. In order to
make this precise and give this an algebraic structure we make use of the group
of locally constant integral functions on Eℓ(Γ), i.e., the zeroth Čech cohomology
of Eℓ(Γ), denoted as C̊(Eℓ(Γ)). On a surface, any separating simple closed curve
determines a partition of the end space. We can use this to show that the first
cohomology groups of pure mapping class groups of graphs and surfaces are often
in fact naturally isomorphic. This also gives a slightly alternate proof of the main
results in [APV20].

Corollary 1.2. — Let S be an infinite-type surface of genus at least one and
Γ a locally finite, infinite graph. If Eg(S) is homeomorphic to Eℓ(Γ), then both
H1(PMap(S);Z) and H1(PMap(Γ);Z) are isomorphic to C̊(Eg(S)) ∼= C̊(Eℓ(Γ)).

Rigidity Questions

The results above fit naturally into a general question about (pure) mapping class
groups of infinite graphs. Namely: “How much does the group PMap(Γ) determine
the graph Γ?” One can obtain more concrete questions by considering certain types
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of rigidity. We will focus on algebraic and quasi-isometric rigidity. In the finite-type
setting, mapping class groups of surfaces and Out(Fn) are known to exhibit strong
rigidity properties. Various results starting with Ivanov [Iva88] (see also [BLM83,
Har86, Iva97, McC86]) establish strong forms of algebraic rigidity and Behrstock–
Kleiner–Minsky–Mosher [BKMM12] establish quasi-isometric rigidity for Map(S).
For Out(Fn) we also have strong forms of algebraic rigidity from the work of Farb–
Handel [FH07] building on [BV00, Khr90] (see also [HW20]). Quasi-isometric rigidity
for Out(Fn) is still unknown.

For infinite-type surfaces, the work of Bavard–Dowdall–Rafi [BDR20] established
a strong form of algebraic rigidity à la Ivanov (see also [HMV18]). The question of
quasi-isometric rigidity is still open, but Mann–Rafi [MR23] give a classification of
which mapping class groups of tame infinite-type surfaces have a well-defined quasi-
isometry type and which of those are trivial. This allows one to begin to distinguish
between some of the mapping class groups (see also [SC24]).

One can ask the same rigidity questions for infinite graphs. The picture becomes
less clear than in the surface case. In particular, trees fail to have algebraic rigidity
for the pure mapping class group, as they all have trivial pure mapping class group.
Failure is also present for the full mapping class group. Let T be the regular trivalent
tree and let T ′ be the wedge sum of T with a single ray. Note that E(T ) = C, a Cantor
set, and E(T ′) = C ⊔ {∗}, a Cantor set together with a single isolated point. Now
we have that Map(T ) = Homeo(C) and Map(T ′) = Homeo(C ⊔ {∗}). This follows by
the short exact sequence in Definition 2.1, where here the pure mapping class groups
are trivial. However, these two groups are isomorphic, as any homeomorphism fixes
the extra end ∗ of T ′. There are even more complicated examples of this failure of
algebraic rigidity for mapping class groups of trees that come from work on Boolean
algebras by McKenzie [McK77] answering a rigidity conjecture of Monk [Mon75].

The results in this paper allow one to ask several natural rigidity questions for the
pure mapping class groups of infinite graphs. We will restrict to some nice classes of
graphs in order to state concrete questions. All of the following families of graphs
are CB generated by Theorem A and hence have a well-defined quasi-isometry type.
Let Γn denote the graph with exactly n ends, each of which is accumulated by loops.

Question 1.3. — Let n,m ⩾ 2. If PMap(Γn) is quasi-isometric to PMap(Γm),
then does n = m?

By Corollary C we do know that PMap(Γn) is algebraically isomorphic to
PMap(Γm) if and only if n = m. We can also use the fact that PMap(Γ1) is CB to
see that PMap(Γ1) is not quasi-isometric to PMap(Γn) for any n ≠ 1. However, the
general question is still open. In the authors’ previous work [DHK23], we computed
asymptotic dimension for all of these groups. However, it is infinite for n > 1. There-
fore, in order to answer this question one would need to study and/or develop other
“big” quasi-isometry invariants.

Instead of comparing the effect of changing the number of ends accumulated by
loops, one could ask the same question for rays. Namely, let Γn,r denote the graph
with n ends accumulated by loops and r rays. We start by asking for distinguishing
features of “no ray” versus “one ray.”
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Question 1.4. — Is PMap(Γn,0) quasi-isometric to PMap(Γn,1)?
In fact, here we do not even know algebraic rigidity.
Question 1.5. — Is PMap(Γn,0) isomorphic to PMap(Γn,1)?
The other large family of graphs with CB-generated pure mapping class groups

are the finite-type ones. Let Ωn,r denote the graph of finite rank n with r <∞ rays
attached. We know that no PMap(Ωn,r) is isomorphic to any PMap(Γm) by using
either residual finiteness Theorem D or the Tits alternative Theorem E. We do not
know if any of them are quasi-isometric. Note that PMap(Ωn,r) is always finitely
generated, but this does not preclude it from being quasi-isometric to an uncountable
group.

Question 1.6. — Is PMap(Ωm,r) ever quasi-isometric to PMap(Γn), for m, r, n
> 1?

Outline

In Section 2, we give background on mapping class groups of infinite graphs,
examples of elements in the pure mapping class group, and coarse geometry of
groups. In Section 3, we prove our semidirect product decomposition, Theorem B.
We also prove Corollary C in Section 3.5. By exploiting the semidirect decomposition
of PMap(Γ), we prove the CB-generation classification, Theorem A, in Section 4. In
Section 5 and Section 6, we finish by proving the residual finiteness characterization
Theorem D and Tits alternative characterization Theorem E.
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2. Preliminaries

2.1. Mapping class groups of infinite graphs

Let Γ be a locally finite, infinite graph. We usually consider a topological realization
of the graph, so that it is considered up to proper homotopy. In Γ, a ray is an immersed
image of [0,∞), a line is an immersed image of R, and a loop is an immersed image
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of the circle S1. Informally, an end of a graph is a way to travel to infinity in the
graph. The space of ends (or, the end space), denoted by E(Γ), is defined as:

E(Γ) = lim←−
K ⊂ Γ

π0(Γ \K),

where K runs over compact sets of Γ in the inverse limit. Then each element of E(Γ)
is called an end of Γ. An end e of Γ is said to be accumulated by loops if the sequence
of complementary components in Γ corresponding to e only consists of infinite rank
graphs. Colloquially, if one continues to see (immersed) loops along the way to e. We
denote by Eℓ(Γ) the set of ends of Γ accumulated by loops. Note Eℓ(Γ) is a closed
subset of E(Γ), and E(Γ) can be realized as a closed subset of a Cantor set (hence so
is Eℓ(Γ)). We say that the characteristic triple of Γ is the triple (r(Γ), E(Γ), Eℓ(Γ)),
where r(Γ) ∈ Z⩾ 0 ∪ {∞} is the rank of π1(Γ).

Now we define the mapping class group of a locally finite, infinite graph Γ. Recall
that a map is proper if the pre-image of every compact set is compact.

Definition 2.1 ([AKB21]). — The mapping class group of Γ, denoted Map(Γ),
is the group of proper homotopy classes of proper homotopy equivalences of Γ. The
pure mapping class group, denoted PMap(Γ), is the closed subgroup consisting of
maps that fix the ends of Γ pointwise. More precisely, it is the kernel of the action
of Map(Γ) on the end space (E(Γ), Eℓ(Γ)) by homeomorphisms, hence fitting into
the following short exact sequence:

1 −→ PMap(Γ) −→ Map(Γ) −→ Homeo(E,Eℓ) −→ 1

When E(Γ)\Eℓ(Γ) is nonempty and compact, we can further decompose PMap(Γ)
into subgroups of core maps and of ray maps. To state the result, we need to introduce
a few concepts.

Definition 2.2. — Let Γ be a locally finite, infinite graph. Denote by Γc the
core graph of Γ, the smallest connected subgraph of Γ that contains all immersed
loops in Γ. When E(Γ)\Eℓ(Γ) is nonempty, pick e0 ∈ E(Γ)\Eℓ(Γ) and denote by Γ∗

c

the subgraph consisting of Γc and a choice of embedded ray in Γ limiting to e0 such
that the ray intersects Γc in exactly one point.

Define π1(Γ∗
c , e0) to be the set of proper homotopy classes of immersed lines in Γ∗

c ,
both ends of which limit to e0. We endow it with a group structure by concatenation.
Note two lines limiting to e0 coincide outside some compact set K in Γ∗

c , so truncating
the two lines at some point in Γ∗

c \K and concatenating them yields another line
represents an element in π1(Γ∗

c , e0). The choice of where we truncate the lines is
well-defined up to proper homotopy. This group is naturally isomorphic to π1(Γ∗

c , p)
for any choice of basepoint p ∈ Γ∗

c . Finally, define R as the group of maps h : E(Γ)→
π1(Γ∗

c , e0) such that
(i) h(e0) = 1, and
(ii) h is locally constant,

where the group operation is the pointwise multiplication in π1(Γ∗
c , e0).

We have the following decomposition of PMap(Γ):
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Proposition 2.3 ([AKB21, Corollary 3.9]). — Let Γ be a locally finite, infinite
graph with E(Γ) \ Eℓ(Γ) nonempty and compact. Then

PMap(Γ) ∼= R⋊ PMap(Γ∗
c).

In particular, when Γ has finite rank n ⩾ 0 and finitely many ends, say |E(Γ)| = e,
then

PMap(Γ) ∼=

Out(Fn), if e = 0,
F e−1
n ⋊ Aut(Fn), if e ⩾ 1.

Remark 2.4. — Any time K is a connected, compact subgraph of a locally finite,
infinite graph Γ, we use PMap(K) to refer to the group of proper homotopy equiv-
alences of K that fix ∂K pointwise up to proper homotopy fixing ∂K. This group
is naturally isomorphic to the group PMap(K̃) where K̃ is the graph K together
with a ray glued to each point in ∂K. Applying the above proposition we see that
PMap(K) is always of the form F e−1

n ⋊ Aut(Fn) for some n and e because K is
always a proper subset of Γ, so ∂K is nonempty.

The pure mapping class group PMap(Γ) records the internal symmetries of Γ.
Contractible graphs (trees) have no internal symmetries. This follows from the work
of Ayala–Dominguez–Márquez–Quintero [ADMQ90]. They give a proper homotopy
equivalence classification of locally finite, infinite graphs.

Theorem 2.5 ([ADMQ90, Theorem 2.7]). — Let Γ and Γ′ be two locally fi-
nite graphs of the same rank. A homeomorphism of end spaces (E(Γ), Eℓ(Γ)) →
(E(Γ′), Eℓ(Γ′)) extends to a proper homotopy equivalence Γ → Γ′. If Γ and Γ′ are
trees, then this extension is unique up to proper homotopy.

The second statement of Theorem 2.5 implies the following.

Proposition 2.6. — Let Γ be a locally finite, infinite graph with π1(Γ) = 1.
Then PMap(Γ) = 1.

In [AKB21] the authors endow Map(Γ) with the compact-open topology and
show that this gives Map(Γ), and hence PMap(Γ), the structure of a Polish group.
A neighborhood basis about the identity for the topology is given by sets of the form

VK :=
{

[f ] ∈ Map(Γ)
∣∣∣∣∣ ∃ f

′ ∈ [f ] s.t. f ′|K = id and
f ′ preserves the complementary components of K setwise

}

where K is a compact subset of Γ.
Recall the support of a continuous map ϕ : X → X is the closure of the set of

points x ∈ X such that ϕ(x) ̸= x. The group of compactly supported mapping
classes, denoted by PMapc(Γ), is the subgroup of PMap(Γ) consisting of classes that
have a compactly supported representative. Its closure in this topology is denoted
by PMapc(Γ) and it is a closed (hence Polish) subgroup of PMap(Γ).

As proper homotopy equivalences are not necessarily injective, unlike homeomor-
phisms, we need the following alternate notion of support for a proper homotopy
equivalence.
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Definition 2.7. — We say that [f ] ∈ Map(Γ) is totally supported on K ⊂ Γ if
there is a representative f ′ ∈ [f ] so that f ′(K) = K and f ′|Γ\K = id.

Here we note that if a mapping class [f ] is totally supported on K, then for any
K ′ ⊃ K, [f ] is also totally supported on K ′.

To see how a proper homotopy equivalence can have different support and total
support, consider a rose graph with two embedded loops labeled by a1 and a2. Then
a (proper) homotopy equivalence mapping a1 to a1a2 which is the identity elsewhere
is supported on a1, but not totally supported on a1. It is totally supported on a1∪a2.
This is in contrast with homeomorphisms on surfaces, where f is supported on K if
and only if f is totally supported on K.

As mapping class groups of graphs are independent of the proper homotopy equiv-
alence representative of the graph, it is often useful to consider a ‘standard’ repre-
sentative within a proper homotopy equivalence class of graphs.

Definition 2.8. — A locally finite graph, Γ, is in standard form if Γ is a tree
with embedded loops attached at some of the vertices. We endow Γ with the path
metric that assigns each edge length 1.

We also give special names to specific graphs that we will reference often.
Definition 2.9. — The Loch Ness Monster graph is the graph with characteristic

triple (∞, {∗}, {∗}). The Millipede Monster graph is the graph with characteristic
triple (∞, {0} ∪ { 1

n
| n ∈ Z> 0}, {0}). A monster graph refers to either one of these.

2.2. Elements of PMap(Γ)

Here we give a brief treatment of elements of PMap(Γ). For more detailed defini-
tions with examples, see [DHK23, Section 3].

2.2.1. Loop swaps

A loop swap is an order 2 proper homotopy equivalence induced from a transposi-
tion automorphism of a free group. It is totally supported on a compact set. More
precisely, we define it as follows.

Definition 2.10. — Let Γ be a locally finite graph in standard form with
rk Γ ⩾ 2. Let A and B be disjoint finite subsets of immersed loops such that |A| = |B|.
Then the loop swap L(A,B) is a proper homotopy equivalence induced from the
group isomorphism on π1(Γ) swapping the free factors corresponding to A and B.

More concretely, consider the smallest connected subgraphs KA and KB containing
A and B respectively. By collapsing the maximal trees of KA and KB, we obtain
two roses of |A| = |B| petals. Then swap the two roses, followed by blowing up each
rose to the original subgraph. Define L(A,B) as the composition of these three maps.
Note L(A,B) ∈ PMapc(Γ).

As mentioned above, loop swaps of a graph correspond to the transposition free
group automorphisms, which are part of generating set for Aut(Fn). (See Section 4).
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2.2.2. Word maps

Next, word maps, which are the most diverse kind of mapping classes among the
three kinds of maps introduced in this section.

Definition 2.11. — Let Γ be a locally finite graph with rk Γ ⩾ 1, with a base
point p ∈ Γ. Let w ∈ π1(Γ, p) and I be an interval in an edge of Γ. Then the word
map φ(w,I) is a proper homotopy equivalence that maps I to a path in Γ determined
by w ∈ π1(Γ, p) and is the identity outside of I.

See [DHK23, Section 3.3] for a careful construction of these maps. Note φ(w,I)
is supported on I, but in general not totally supported on I. Rather, it is totally
supported on the compact set that is the union of I with a path in Γ determined by
w ∈ π1(Γ, p).

The following two properties of word maps will be important in Section 4.
Lemma 2.12 ([DHK23, Lemma 3.5]). — If I is contained in an edge of Γ \ Γc

and w1, w2 are elements in π1(Γ, p), then
[φ(w1,I) ◦ φ(w2,I)] = [φ(w1w2,I)]

in PMap(Γ).
Lemma 2.13 ([DHK23, Lemma 3.10]). — Let I be an interval of Γ which is

outside of Γc, and ψ ∈ PMap(Γ) be totally supported on a compact subgraph of Γc.
Then

ψ ◦ [φ(w,I)] ◦ ψ−1 = [φ(ψ∗(w),I)].
In particular, we can use Lemma 2.13 when ψ is a loop swap.

2.2.3. Loop shifts

Loop shifts are to graphs as handle shifts are to surfaces, which were introduced in
Patel–Vlamis [PV18]. We first define a loop shift on the standard form of the graph
Λ, the graph with characteristic triple (∞, {e−, e+}, {e−, e+}). (See Definition 2.8.)
Embed Λ in R2 by identifying the maximal tree with the x-axis such that e± is
identified with ±∞ of the x-axis, and each vertex is identified with an integer point in
the x-axis. Identify the embedded loops with the circles {(x−n)2 +(y− 1

4)2 = 1
16}n∈Z.

Note these circles are tangent to the integer points {(n, 0)}n∈Z, thus representing the
loops in Λ. Now define the primitive loop shift h on Λ as the horizontal translation
x 7→ x+ 1. One can also omit some embedded loops from Λ and define the loop shift
to avoid those loops. For a more general definition, see [DHK23, Section 3.4].

Definition 2.14. — Now we define the loop shift on a locally finite, infinite
graph Γ with |Eℓ| ⩾ 2. Pick two distinct ends e−, e+ ∈ Eℓ(Γ) accumulated by loops.
By considering a standard form of Γ, we can find a homeomorphic copy of the ladder
graph Λ that we have defined above in Γ such that e± in Γ is identified with e± of Λ,
respectively. Now define the primitive loop shift h on Γ associated to (e−, e+) as the
proper homotopy equivalence induced from the primitive loop shift on the embedded
ladder graph Λ. For the rest of the graph, define h to be the identity outside of
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the 1
2 -neighborhood of Λ and interpolate between the shift and the identity on the

1
2 -neighborhood.

Finally, a proper homotopy equivalence f on Γ is a loop shift if f = hn for some
primitive loop shift h and n ∈ Z \ {0}.

2.3. Coarse geometry of groups

Definition 2.15. — Let A be a subset of a topological group G. Then A is
coarsely bounded (CB) in G if for every continuous isometric action of G on a metric
space, every orbit is bounded.

We say a group is CB-generated if it has an algebraic generating set that is CB.
Similarly, a group is locally CB if it admits a CB neighborhood of the identity. We
remark that a CB-generated Polish group is locally CB (see [Ros22, Theorem 2.40]).
In Section 4, we will construct a CB-generating set for the pure mapping class groups
of certain graphs, proving the if direction of Theorem A. On the other hand, we have
previously classified which graphs have CB or locally CB mapping class groups:

Theorem 2.16 ([DHK23, Theorems A, D]). — Let Γ be a locally finite, infinite
graph. Then its pure mapping class group PMap(Γ) is coarsely bounded if and only
if one of the following holds:

• Γ has rank zero, or
• Γ has rank one, and has one end, or
• Γ is a monster graph with finitely many rays attached.

Moreover, PMap(Γ) is locally coarsely bounded if and only if one of the following
holds:

• Γ has finite rank, or
• Γ satisfies both:

(1) |Eℓ(Γ)| <∞, and
(2) only finitely many components of Γ \ Γc have infinite end spaces.

Remark 2.17. — Mirroring the constructive description in Remark 1.1 of the
CB-generated PMap(Γ) classification, we can alternatively characterize the locally
CB condition as: PMap(Γ) is locally CB if and only if Γ can be written as a finite
wedge sum of single embedded loops, monster graphs, and trees.

After confirming that a group is CB-generated, the Rosendal framework enables
the exploration of the group through the lens of coarse geometry.

Theorem 2.18. — [Ros22, Theorem 1.2, Proposition 2.72] Let G be a CB-
generated Polish group. Then G has a well-defined quasi-isometry type. Namely,
any two CB-generating sets for G give rise to quasi-isometric word metrics on G.

TOME 8 (2025)



386 G. DOMAT, H. HOGANSON & S. KWAK

3. Semidirect product structure and cohomology

In this section, we prove:
Theorem 3.1 (Theorem B, revisited). — Let Γ be a locally finite graph. Let

α = max{0, |Eℓ(Γ)| − 1} for |Eℓ(Γ)| <∞ and α = ℵ0 otherwise. Then we have the
following short exact sequence,

1 −→ PMapc(Γ) −→ PMap(Γ) −→ Zα −→ 1
which splits. In particular, we have PMap(Γ) = PMapc(Γ) ⋊ Zα.

The map to Zα is defined using flux maps, which were first defined for locally finite,
infinite graphs in [DHK23]. We quickly treat the case when the graph has at most one
end accumulated by loops in Section 3.1. Then in Section 3.2, we recap the necessary
definitions for flux maps and further expand on their properties. In Section 3.3,
we characterize PMapc(Γ) as the common kernel of all flux maps (Theorem 3.11),
which provides the left side of the desired splitting short exact sequence. Then in
Section 3.4, we construct the other side of the short exact sequence by finding a
section, proving Theorem B. This requires us to study the space of flux maps, which
is done in the same subsection. As an application, in Section 3.5 we compute the first
integral cohomology of PMap(Γ). Finally, we show the same approach could have
been applied to infinite-type surfaces in Section 3.6 to recover the surface version
of Theorem B by Aramayona–Patel–Vlamis [APV20], by showing that there is a
natural isomorphism between the first cohomology of the pure mapping class groups
of infinite-type surfaces and infinite graphs.

3.1. The case |Eℓ| ⩽ 1

Proposition 3.2. — Let Γ be a locally finite, infinite graph with |Eℓ| ⩽ 1. Then
PMap(Γ) = PMapc(Γ). Furthermore, if |Eℓ| = 0, then PMap(Γ) = PMapc(Γ).

Proof. — The case when |Eℓ(Γ)| = 1 is the result of [DHK23, Corollary 4.5]. Now
we assume |Eℓ(Γ)| = 0, i.e., Γ has finite rank.

Let f ∈ PMap(Γ). Because f is proper, f−1(Γc) is compact. Thus, there is some
connected compact set K such that Γc ∪ f−1(Γc) ⊂ K. Now f |Γ\K is a proper
homotopy equivalence between two contractible sets and thus f can be homotoped
to be totally supported on K. Hence, we conclude f ∈ PMapc(Γ). □

3.2. Flux maps

We begin the case when |Eℓ| ⩾ 2, where the flux maps come onto the scene. Here
we recap the definitions and properties of flux maps developed in [DHK23, Section 7].

Let Γ be a locally finite, infinite graph with |Eℓ| ⩾ 2. For each nonempty, proper,
clopen subset E of Eℓ, we will construct a flux map ΦE , which will evaluate to 1 for
every primitive loop shift that goes from an end in Eℓ \ E to an end in E . We fix
such a subset E for this discussion.
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After potentially applying a proper homotopy equivalence, we can put Γ into a
standard form so that there is a choice of x0 in the maximal tree T such that Γ\{x0}
defines a partition of the ends that is compatible with the partition E ⊔ (Eℓ \E) of Eℓ.
That is, the components of Γ \ {x0} determine a partition E = ⊔m

i=1Fi so that we
can rewrite as E = ⊔k

i=1(Fi ∩ Eℓ) and Eℓ \ E = ⊔m
i=k+1(Fi ∩ Eℓ).

Now we group the components of Γ\{x0} by the set E . Let Γ+ and Γ− be the unions
of the closures of the components of Γ\{x0} so that Eℓ(Γ+) = E and Eℓ(Γ−) = Eℓ\E .
More precisely, Γ+ is exactly the union of the complementary components of x0 with
end spaces corresponding to F1, . . . ,Fk together with x0. Similarly, Γ− is the union
of the components corresponding to Fk+1, . . . ,Fm, together with x0. Finally, let T−
be the intersection Γ− ∩ T , which is the maximal tree of Γ−. Define for each n ∈ Z:

Γn :=

Γ− ∪Bn(x0) if n ⩾ 0,
(Γ− \Bn(x0)) ∪ T− if n < 0,

where Bn(x0) is the open metric ball of radius n about x0. See [DHK23, Section 7.2]
for more details and pictures of the Γn’s.

Recall that a subgroup A of a group G is a free factor if there exists another
subgroup P such that G = A ∗ P . Given a free factor A of B, we define the corank
of A in B, denoted by cork(B,A), as the rank of B/⟨⟨A⟩⟩, the quotient of B by the
normal closure of A. For the Γn defined above we write An = π1(Γn, x0), the free
factor determined by the subgraph Γn.

Denote by PPHE(Γ) the group of proper homotopy equivalences on Γ that fix the
ends of Γ pointwise and fix the basepoint x0, i.e., the group of pure proper homotopy
equivalences. Any pure mapping class can be properly homotoped to fix a point,
hence every pure mapping class has a representative in PPHE(Γ). Note a proper
homotopy equivalence on Γ induces an isomorphism on the level of fundamental
group. Hence, with our choice of basepoint x0 ∈ Γ, for each element f ∈ PPHE(Γ),
we denote by f∗ the induced map on π1(Γ, x0).

Definition 3.3 ([DHK23, Definition 7.9]). — Given f ∈ PPHE(Γ), we say that
a pair of integers, (m,n), with m > n, is admissible for f if

(1) An and f∗(An) are free factors of Am, and
(2) both cork(Am, An) and cork(Am, f∗(An)) are finite.

In [DHK23, Corollary 7.8], we showed that for every f ∈ PPHE(Γ), and n ∈ Z,
there exist m ∈ Z such that m > n and (m,n) is admissible for f . Hence, we can
define:

Definition 3.4. — For a map f ∈ PPHE(Γ) and an admissible pair (m,n) for
f , we let

ϕm,n(f) := cork(Am, An)− cork(Am, f∗(An)).
Call such a ϕm,n a PPHE-flux map.

Lemma 3.5 ([DHK23, Lemma 7.10]). — The PPHE-flux of a map f ∈ PPHE(Γ)
is well-defined over the choice of admissible pair (m,n). That is, if (m,n) and (m′, n′)
are two admissible pairs for the map f ∈ PPHE(Γ) then ϕm,n(f) = ϕm′,n′(f).
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Now, for a nonempty proper clopen subset E of Eℓ(Γ), and x0 ∈ Γ, fix an exhaustion
{Γn}n∈Z according to the partition E ⊔ (Eℓ \E), so that Γ− = Eℓ \E . By Lemma 3.5,
for f ∈ PPHE(Γ), it is well-defined to define ϕE(f), to be equal to ϕm,n(f) for some
f -admissible pair (m,n). In fact, it descends to a map on PMap(Γ):

Proposition 3.6 ([DHK23, Proposition 7.11 and Lemma 7.12]). — The PPHE-
flux maps are homomorphisms. Moreover, for any nonempty proper clopen subset E
of Eℓ, if f, g ∈ PPHE(Γ) are properly homotopic, then ϕE(f) = ϕE(g).

Hence, the PPHE-flux map factors through PMap(Γ), so we can define the flux
map on PMap(Γ) as follows.

Definition 3.7. — For each nonempty proper clopen subset E of Eℓ, we define
the flux map as:

ΦE : PMap(Γ)→ Z
[f ] 7→ ϕE(f),

which is a well-defined homomorphism by Proposition 3.6.

This independence of the choice of admissible pairs further implies the indepen-
dence of the choice of the basepoint x0.

Lemma 3.8 (Independence of choice of x0). — For a nonempty proper clopen
subset E of Eℓ, let x0 and x′

0 be two different points that realize the partition
Eℓ = E ⊔ (Eℓ \ E). Say ϕE and ϕ′

E are the flux maps constructed from x0 and x′
0

respectively, with the same orientation; Eℓ(Γ+) = Eℓ(Γ′
+) = E . Then ϕE = ϕ′

E .

Proof. — Note x0 and x′
0 together cut Γ into three parts (not necessarily con-

nected), where two of them are of infinite rank and realize E and Eℓ \ E respectively,
and the middle part is of finite rank (but not necessarily compact), and we call it
M .

Let {Γn} and {Γ′
n} be the chains of graphs used to define ϕE and ϕ′

E respectively.
Then since ϕE and ϕE ′ are in the same direction, there exists k ∈ Z such that
An+k = A′

n for all n ∈ Z. To be precise, this holds for k such that Γk and Γ′
0 have

the same core graph. Now, given f ∈ PMap(Γ) and an admissible pair (m,n) for f
at x0, the pair (m− k, n− k) is admissible for f at x′

0. Then
(ϕE)m,n(f) = cork(Am, An)− cork (Am, f∗(An))

= cork
(
A′
m−k, A

′
n−k

)
− cork

(
A′
m−k, f∗(A′

n−k)
)

= (ϕ′
E)m−k,n−k(f).

All in all, the independence of the choice of admissible pairs by Lemma 3.5 proves
that ϕE(f) = ϕ′

E(f). Since f was chosen arbitrarily, this concludes the proof. □

Therefore, for each nonempty proper clopen subset E of Eℓ, we can write the
resulting flux map as ϕE without specifying x0.

We end this subsection by exploring basic properties of flux maps, to be used
in subsequent subsections. Note that flux maps inherit the group operation from
Hom(PMap(Γ),Z); pointwise addition.
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Proposition 3.9. — Let E ⊂ Eℓ be a nonempty proper clopen subset of Eℓ,
where |Eℓ| ⩾ 2. Let A,B and B′ be nonempty proper clopen subsets of Eℓ, such that
A and B are disjoint, and B is a proper subset of B′. Then the following hold:

(i) ΦEc = −ΦE .
(ii) ΦA⊔B = ΦA + ΦB.
(iii) ΦB′\B = ΦB′ − ΦB.
Proof. — We first note that (iii) follows from (ii), noting that B′ \ B and B are

disjoint. Hence, it suffices to prove (i) and (ii).
(i) Let f ∈ PPHE(Γ) and E ⊂ Eℓ be a nonempty proper clopen subset. Choose

g ∈ PPHE(Γ) to be a proper homotopy inverse of f . Take ΓL and ΓR with
ΓL ⊂ ΓR to be an admissible pair of graphs for f and g with respect to E .
More precisely, take an exhaustion {Γk}k∈Z of Γ. Let (m,n) be an admissible
pair for f , and by taking larger m, we may assume (m,n) is also admissible
for g. Then simply let ΓL = Γn and ΓR = Γm. Fixing ΓL, we can enlarge
ΓR so that (Γ \ ΓL,Γ \ ΓR) is an admissible pair for f with respect to Ec.
Note (ΓR,ΓL) is still an admissible pair of graphs for f with respect to E . In
summary, we have:

– f(ΓL) ⊂ ΓR, g(ΓL) ⊂ ΓR
– f(Γ \ ΓR) ⊂ Γ \ ΓL,
– cork(π1(ΓR), π1(ΓL)) <∞, cork(π1(ΓR), f∗(π1(ΓL))) <∞.
– cork(π1(ΓR), g∗(π1(ΓL))) <∞.
– cork(π1(Γ\ΓL), π1(Γ\ΓR)) <∞, cork(π1(Γ\ΓL), f∗(π1(Γ\ΓR))) <∞.

Because f∗ is a π1-isomorphism, we have the following three different free
factor decompositions of π1(Γ):

π1(Γ) = f∗(π1(ΓR)) ∗ f∗(π1(Γ \ ΓR)),
π1(Γ) = π1(ΓR) ∗ π1(Γ \ ΓR), and
π1(Γ) = π1(ΓL) ∗ π1(Γ \ ΓL).

We also have the free factor decompositions
f∗(π1(ΓR)) = π1(ΓL) ∗B, and
π1(Γ \ ΓL) = f∗(π1(Γ \ ΓR)) ∗ C,

for some free factors B and C of π1(Γ). Putting together these decompositions,
we get:

π1(Γ) = π1(ΓL) ∗B ∗ f∗(π1(Γ \ ΓR))
π1(Γ) = π1(ΓL) ∗ f∗(π1(Γ \ ΓR)) ∗ C.

Therefore, we have rk(B) = rk(C).
Translating these equalities, we compute:

ΦEc(f) = cork
(
π1(Γ \ ΓL), f∗(π1(Γ \ ΓR))

)
− cork

(
π1(Γ \ ΓL), π1(Γ \ ΓR)

)
= cork(f∗(π1(ΓR)), π1(ΓL))− cork(π1(ΓR), π1(ΓL))
= cork(π1(ΓR), g∗(π1(ΓL)))− cork(π1(ΓR), π1(ΓL))
= ΦE(g) = −ΦE(f),
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where the last equation follows from that g is a proper inverse of f and ΦE is
a homomorphism.

(ii) Let f ∈ PPHE(Γ). Choose an x0 that determines a partition that is compati-
ble with both Ac and Bc as in the beginning of this section. Then there exist
admissible pairs (ΓRAc ,ΓLAc ) and (ΓRBc ,ΓLBc ) of f with respect to Ac and
Bc respectively. By taking small enough ΓLAc and ΓLBc , we can ensure that
ΓRAc and ΓRBc have contractible intersection in Γ; see Figure 3.1.

Figure 3.1. Illustration of the choices of subgraphs for the proof of (ii). Here
the paths from x0 to each subgraph are omitted. We can choose pairs of graphs
(ΓRc

A
,ΓLc

A
) and (ΓRc

B
,ΓLc

B
) such that the graphs from different pairs have con-

tractible intersections.

Then we observe that (ΓRAc ∪ ΓRBc ,ΓLAc ∪ ΓLBc ) is an admissible pair for
f with respect to Ac ∩Bc = (A ⊔B)c (still with the basepoint x0). We then
have a free decomposition

π1(ΓRAc ∪ ΓRBc , x0) ∼= π1(ΓRAc , x0) ∗ π1(ΓRBc , x0),

and the same for π1(ΓLAc ∪ ΓLBc , x0). Finally, we compute

Φ(A⊔B)c = cork (ARAc ∗ ARBc , f∗(ALAc ∗ ALBc ))− cork (ARAc ∗ ARBc , ALAc ∗ ALBc )

=
(

cork(ARAc , f∗(ALAc )) + cork(ARBc , f∗(ALBc ))
)

− (cork(ARAc , ALAc ) + cork(ARBc , ALBc ))
= (cork(ARAc , f∗(ALAc ))− cork(ARAc , ALAc ))

+ (cork(ARBc , f∗(ALBc ))− cork(ARBc , ALBc ))
= ΦAc + ΦBc .
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Finally we apply Part (i) to see that
ΦA⊔B = −Φ(A⊔B)c = −ΦAc − ΦBc = ΦA + ΦB. □

Remark 3.10. — We remark that by (i) and (ii), we can even formally define the
flux map with respect to the empty set or the whole set Eℓ:

Φ∅ := ΦA − ΦA ≡ 0, ΦEℓ
:= ΦA + ΦAc ≡ 0.

This allows us to define a flux map for any clopen E ⊂ E by ΦE = ΦE ∩Eℓ
.

3.3. Flux zero maps

In this section we will prove the following characterization of flux zero maps.

Theorem 3.11. — Let Γ be a locally finite, infinite graph with |Eℓ(Γ)| ⩾ 2, and
f ∈ PMap(Γ). Then f ∈ PMapc(Γ) if and only if ΦE(f) = 0 for every clopen subset
E of E(Γ).

We have proved the forward direction already in a previous paper.

Proposition 3.12 ([DHK23, Proposition 7.13]). — If f ∈ PMapc(Γ), then
ΦE(f) = 0 for every clopen subset E of E(Γ).

We will first assume that Γ is a core graph, i.e., Eℓ(Γ) = E(Γ). For brevity, we
will temporarily drop the subscript ℓ for Eℓ while we work under this assumption.
To leverage the algebraic information (flux 0) to obtain topological information
(homotopy equivalence), we need the following fact:

Lemma 3.13 ([Hat02, Proposition 1B.9]). — Let X be a connected CW complex
and let Y be K(G, 1). Then every homomorphism π1(X, x0)→ π1(Y, y0) is induced
by a continuous map (X, x0)→ (Y, y0) that is unique up to homotopy fixing x0.

Recall that a graph is K(F, 1) for F a free group (the fundamental group of the
graph). Now we prove a preliminary lemma to construct a compact approximation
of a proper homotopy equivalence.

Lemma 3.14. — Let E ⊂ E(Γ) be a nonempty proper clopen subset and f ∈
PMap(Γ). If ΦE(f) = 0, then given any compact K ⊂ Γ, there exists ψ ∈ PMap(Γ)
such that

(i) (Compact approximation) ψf−1 ∈ VK ,
(ii) (Truncation) there exist disjoint subgraphs ΓE , and ΓEc of Γ with end spaces
E and Ec respectively, such that ψ|ΓE = id and ψ|ΓEc = f |ΓEc , and

(iii) (Same flux) Φη(ψ) = Φη(f) for every clopen subset η ⊂ E(Γ) \ E .

Proof. — Let {Γn}n∈Z be as in the definition of ΦE , for some choice of basepoint
x0. Now, given f ∈ PMap(Γ) and any n there is some mn > n that makes (mn, n)
into an admissible pair for f . See Figure 3.2.

Since ΦE(f) = 0 we have

cork(π1(Γmn , x0), π1(Γn, x0)) = cork
(
π1(Γmn , f(x0)), f∗(π1(Γn, x0))

)
(∗)
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for each n ∈ Z. This allows us to define an isomorphism Ψn : π1(Γ, x0)→ π1(Γ, f(x0))
for each n, as follows. Here we use the notation G \\H to denote the complementary
free factor of H in G. Define

Ψn =


Id on π1(Γ, x0) \\ π1(Γmn , x0),
σn on π1(Γmn , x0) \\ π1(Γn, x0),
f∗ on π1(Γn, x0),

where σn : π1(Γmn , x0) \\ π1(Γn, x0)→ π1(Γmn , f(x0)) \\ f∗(π1(Γn, x0)) is any isomor-
phism. Such σn is guaranteed to exist by (∗).

Figure 3.2. Illustration of Γn and Γmn for the flux map ΦE . Note x0 is realizing
a partition of ends compatible with the partition E ⊔ Ec.

Now by Lemma 3.13, for each n there exists a homotopy equivalence ψn : (Γ, x0)→
(Γ, f(x0)) such that

ψn =

Id on Γ \ Γmn ,

f on Γn.
Also note ψn is a proper homotopy equivalence, as it can be defined in pieces as
proper maps. Further, ψn fixes the ends of Γ, because f does and Γmn \Γn is compact.
One can similarly define its proper homotopy inverse. Hence, for each n we have
[ψn] ∈ PMap(Γ).

The subgraphs {Γn}n∈Z form an exhaustion of Γ, so ψn → f in PMap(Γ). There-
fore, for a compact K ⊂ Γ, there exists an n′ ∈ Z such that ψn′f−1 ∈ VK . Take
ψ = ψn′ and set ΓEc = Γn′ and ΓE = Γ \ Γmn′ . This gives (i) and (ii) by construction.

We now check that (iii) follows from (ii). Let η be a clopen subset of E(Γ) that is
disjoint from E . We will actually check that Φηc(ψ) = Φηc(f). This will imply (iii)
by Proposition 3.9(i).

Note η ⊂ Ec. Now let Γm be a subgraph from the definition of Φηc so that Γm ⊂ ΓEc .
Then there exists n ⩽ m such that (m,n) is admissible for ψ with respect to the
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flux map Φηc . Since f = ψ on Γn ⊂ Γm ⊂ ΓEc by (ii), we see that Φηc(ψ) = Φηc(f)
with the admissible pair of graphs (Γm,Γn). □

Remark 3.15. — The reader may wonder why in the proof above we chose to define
this sequence of maps and argue via convergence in place of constructing the map ψ
by hand as in [APV20]. While it is not too difficult to construct a ψ so that ψf−1 is
the identity on a given compact K, it is significantly more finicky to guarantee that
ψf−1 preserves the complementary components of K. The convergence argument
given above allows us to avoid the messy details of this.

Proposition 3.16. — Let Γ be a locally finite, infinite graph with E(Γ) = Eℓ(Γ),
|E(Γ)| ⩾ 2, and f ∈ PMap(Γ). If ΦE(f) = 0 for every clopen subset E of E(Γ), then
f ∈ PMapc(Γ).

Proof. — Assume f ∈ PMap(Γ) has ΦE(f) = 0 for every nonempty proper clopen
subset E of the end space E(Γ). Given any compact K ⊂ Γ we will find ψ ∈ PMapc(Γ)
such that ψf−1 ∈ VK .

Without loss of generality we may enlarge K so that it is connected, has at least two
complementary components, and every complementary component of K is infinite.
Then the complement of K induces a partition of the ends. Write

PK = E1 ⊔ . . . ⊔ En
for this partition.

Apply Lemma 3.14 to f using E1 to obtain ψ1. Note that by (iii) we still have
ΦE2(ψ1) = ΦE2(f) = 0. Thus we can apply the lemma again to ψ1 using E2 to obtain
a ψ2. Continue this process recursively to obtain ψn.

Now, by Lemma 3.14(i), there exist v1, . . . , vn ∈ VK such that

ψi =

viψi−1 for 1 < i ⩽ n,

v1f for i = 1.

Putting these together gives ψnf−1 = vnvn−1 · · · v1 ∈ VK as VK is a subgroup.
It remains to check that ψn ∈ PMapc(Γ). However, by Lemma 3.14(ii), we have

that ψn is equal to the identity on ⋃ni=1 ΓEi
. This exactly covers all of the ends of Γ as

PK was a partition of the ends. Therefore we see that ψn is supported on ⋂ni=1 Γ \ ΓEi
,

a compact set. Taking ψ = ψn gives the desired compact approximation of f .
Finally, since the K above was taken to be arbitrary, starting with a compact

exhaustion of Γ we can apply the above to obtain a sequence of compactly supported
maps that converge to f . □

Now we turn to the case where Γ is not necessarily a core graph.
Proof of Theorem 3.11. — The forward direction follows from Proposition 3.12.
For the backward direction, we first homotope f so that it fixes the vertices of Γ.

Then we see that we can write f = fTfc where fT has support on Γ \ Γc and fc has
support on Γc.

We can see that fT ∈ PMapc(Γ). Indeed, enumerate the components of Γ \ Γc
as {Ri}i∈ I where each Ri is a tree and I is either finite or I = N. Then we can
decompose fT = ∏

i∈ I fi where each fi has compact support on Ri. Indeed, each has
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compact support as fT is proper and thus the pre-image of the cutpoint Ri ∩ Γc is
compact and fi can be homotoped to have support contained within the convex hull
of this full pre-image of the cutpoint. Furthermore, all of the fi pairwise commute
as each fi can be homotoped so that it is totally supported away from the support
of each other fj. Thus, we see that fT ∈ PMapc(Γ) as it is realized as the limit of
partial products of the fi.

This also shows that given any flux map ΦE we must have that ΦE(fT ) = 0,
again by Proposition 3.12. Therefore, given an E with ΦE(f) = 0 we must have
that ΦE(fc) = 0 as ΦE is a homomorphism. We can then apply Proposition 3.16 to
conclude the desired result. □

3.4. Space of flux maps

Before we can prove Theorem B we need to endow the set of flux maps with
an algebraic structure. In the surface case, [APV20] could utilize the first integral
(co)homology of separating curves on the surface to give structure to the flux maps
they defined. Here we will be using the group of locally constant Z-valued functions
on Eℓ(Γ) in place of the homology of separating curves. We remark that this is
really the zeroth Čech cohomology of Eℓ(Γ) with coefficients in the constant sheaf Z.
In Section 3.6 we observe that this perspective also works in the surface case.

For a topological space X, we denote by Č(X) the group of locally constant
Z-valued functions on X. The group operation is given by addition of functions.
We let C̊(X) = Č(X)/Z, the quotient obtained by identifying the constant functions
with zero. We will now give a collection of some facts about C̊(E) when E is a
compact, totally disconnected, and metrizable space (i.e. a closed subset of a Cantor
set).

We identify the Cantor set, C = 2N = {0, 1}N, with the set of countable binary
sequences. A countable basis of clopen sets for the topology is then given by the
cylinder sets

Ca1···ak
:=
{
(xn) ∈ 2N

∣∣∣xi = ai, i = 1, . . . , k
}

where a1 · · · ak is some finite binary sequence of length k. Say such a cylinder set
has width k. For E a closed subset of the Cantor set C, a cylinder set of E is the
intersection of a cylinder set for C with E, i.e., a set of the form Cw ∩ E where
w ∈ 2k for some k ⩾ 0. The standard tree model for the Cantor set is the usual
rooted binary tree, and for an arbitrary closed subset E ⊂ C we take the subtree
with the end space E. Given a subset, A, of a topological space we let χA denote
the indicator function on A.

Theorem 3.17 (Countable Basis for C̊(E)). — Let E be a compact, totally
disconnected, and metrizable space. There exists a countable collection A = {Ai}i∈ I
of cylinder sets of E so that

(1) Any cylinder set C of E that is not in A can be written as C = A0 \ (A1 ⊔
· · · ⊔An) for some A0 ∈ A, and some Aj ∈ A, with Aj ⊂ A0 and Aj ∩Ak = ∅
for all distinct j, k ∈ {1, . . . , n},
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(2) B = {χAi
}i∈ I is a free basis for C̊(E). In particular, C̊(E) = ⊕i∈ IZ, and

(3) for T the standard tree model of the end space (E, ∅), there exists an injective
map ι : A → T so that ι maps into the interior of edges and ι(A) cuts the
graph into a collection of one ended graphs.

Proof. — Note that if |E| = n <∞ then the result is immediate by taking A to
be the collection of all individual ends except one. Hence, we will assume that E is
infinite.

We first prove the result for E = C the Cantor set. We define A′ to be the set of
all cylinder sets consisting of cylinders of the form Ca1···ak−10 together with the whole
space C. That is,

A′ = {C, C0, C00, C10, C000, C100, C010, C110, . . .}

We claim that {χA}A∈ A′ forms a free basis for Č(C). We first have

Claim. — For every f ∈ Č(C), there exist finitely many disjoint clopen subsets
B1, . . . , Bn and integers b1, . . . , bn such that

f =
n∑
j=1

bjχBj
.

Proof. — Suppose f is a locally constant function on C with infinitely many distinct
Z-values b1, b2, . . .. Then {f−1(bj)}∞

j=1 forms a clopen cover of C which does not have
a finite subcover, contradicting the compactness of C. Therefore, f can assume at
most finitely different values in Z, and taking Bj = f−1(bj) proves the claim. □

Thus we can check that {χA}A∈ A′ generates Č(C) by verifying that for an arbitrary
clopen set B of C, we can write χB as a finite linear combination of elements from
{χA}A∈ A′ . Note the cylinder sets form a clopen basis for the topology, and in
particular every clopen set can be written as a finite disjoint union of cylinder sets.
This is because E = C is compact, so it gives a finite cover {Ci1 , . . . , Cik} of a
given clopen subset by cylinder sets, which can be made disjoint by considering
C ′
i1 = Ci1 , C

′
i2 , . . . , C

′
ik

, where for j ⩾ 2, C ′
ij

:= ⋃j
t=1 Cit \

⋃j−1
t=1 Cit . Hence, we only

need to check when B is a cylinder set. Take B = Ca1···ak
for some k > 0 and

a1 · · · ak ∈ 2k. Then we have either B ∈ A′ or ak = 1. Supposing the latter, let

m =

0 if a1 = . . . = ak = 1,
max{j|aj = 0} otherwise

Then we can write

χB = χCa1···ak
= χCa1···am

−

k−1∑
j=m

χCa1···aj 0

 ,
where we take a1 · · · am as an empty sequence when m = 0. Thus we see that
{χA}A∈ A′ generates Č(C). This also shows that property (1) holds.

Next we verify that the set B′ := {χA}A∈ A′ is linearly independent. Suppose

0 =
n∑
j=1

ajχAj
,
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for some distinct A1, . . . , An ∈ A′. We will proceed by induction on n. The case
when n = 1 is straightforward. Now let n > 1 and without loss of generality we can
assume that An is of minimal width. Let w be the word defining An, i.e. An = Cw.
Note that w may be the empty word (when An = C). Consider the sequence w1̄
consisting of the starting word w followed by the constant infinite sequence of 1s.
Then by minimality of w, we have

0 =
n∑
j=1

ajχAj
(w1̄) = an.

Therefore, we have 0 = ∑n
j=1 ajχAj

= ∑n−1
j=1 ajχAj

so by the induction on n we
see that aj = 0 for all j. Thus we see that B′ is a free basis for Č(C). Taking
A := A′ \ {C} = {C0, C00, C10, C000, C100, C010, C110, . . .}, the free basis B′ for Č(C)
descends (allowing for a slight abuse of notation) to a free basis B := {χA}A∈ A for
C̊(C), proving (2).

Finally, we can define ι : A → T by using the labels on each of the cylinder sets
to map each cylinder set to the midpoint of its corresponding edge in the standard
binary tree model of the Cantor set. See Figure 3.3 for a picture of the map. The
components of T \ ι(A) each contains one end from T .

Figure 3.3. The image of the map ι : A → T is given in blue.

Now to go from the Cantor set to a general infinite end space we identify E with a
subspace of C and take A = {C0 ∩E,C00 ∩E,C10 ∩E, . . .}, deleting duplicated sets
if necessary. Then the set {χA}A∈ A will still determine a free basis for C̊(E). □

Apply this theorem to Eℓ(Γ) in order to obtain the set A = {Ai}i∈ I . We now
define the homomorphism

Π : PMap(Γ)→
∏
i∈ I

Z

f 7→ (ΦAi
(f))i∈ I .

We will check that this map is surjective and has kernel exactly PMapc(Γ), i.e. it
forms the following short exact sequence:

1 −→ PMapc(Γ) −→ PMap(Γ) Π−→
∏
i∈ I

Z −→ 1.

Lemma 3.18. — Let E be a clopen subset of E(Γ) so that E ∩ Eℓ(Γ) is a proper
nontrivial subset. If f ∈ PMap(Γ) satisfies ΦA(f) = 0 for all A ∈ A, then ΦE(f) = 0
as well.

Proof. — As in the proof of Theorem 3.17, we first note that E can be written as
a disjoint union of finitely many cylinder sets. Thus, by Proposition 3.9(ii) it suffices
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to check when E is a cylinder set C of E(Γ). Assume that f ∈ PMap(Γ) satisfies
ΦAi

(f) = 0 for all i ∈ I. Then C ∩ Eℓ(Γ) is again a cylinder set of Eℓ. Applying
Theorem 3.17(1) we have either C ∈ A, or C = A0 \ (⊔nj=1 Aj) for some A0 ∈ A and
Aj ∈ A. If C ∈ A, then we conclude ΦC(f) = 0. For the other case, we can apply
(ii) and (iii) from Proposition 3.9 to write

ΦC(f) = ΦA0(f)−
n∑
j=1

ΦAj
(f) = 0− 0 = 0. □

Corollary 3.19. — For Γ and Π as above, ker(Π) = PMapc(Γ).

Proof. — The forward direction of Theorem 3.11 implies ker(Π) ⊃ PMapc(Γ). On
the other hand, Lemma 3.18 together with the backward direction of Theorem 3.11
imply the other containment ker(Π) ⊂ PMapc(Γ). □

Next, we will build a section to show Π is surjective, and more importantly,
this sequence splits. This gives us our desired semidirect product decomposition in
Theorem B.

Proposition 3.20. — There exists an injective homomorphism ι̂ : ∏i∈ I Z →
PMap(Γ) so that Π ◦ ι̂ is the identity on ∏i∈ I Z.

Proof. — Let T be the maximal tree of the graph Γc in standard form. Note that
the end space of T is homeomorphic to Eℓ(Γ) and letA = {Ai}i∈ I be the set obtained
from Theorem 3.17(2) applied to the set Eℓ(Γ) and ι : A → T be the map given by
Theorem 3.17(3). The closure in Γc of every complementary component of ι(A) is a
one-ended subgraph with infinite rank. Call the closure of one such component Γ′.
It has at most a countably infinite number of half edges coming from the points
of ι(A). Now we will modify Γ′ via a proper homotopy equivalence that fixes ∂Γ′ so
that the new graph has a “grid of embedded loops” above ∂Γ′. See Figure 3.4 for
how this replacement is done. Such a replacement by a proper homotopy equivalence
is possible by the classification of infinite graphs.

After replacing each component of Γc \ ι(A) we obtain a new graph that is proper
homotopy equivalent to the original Γc. We can also extend this proper homotopy
equivalence to the entire graph Γ, as our proper homotopy equivalence fixes the
boundary points of the closure of each complementary component of ι(A). Now
for each i, there are exactly two complementary components whose closures in Γc
contain ι(Ai). Let ℓi ∈ PMap(Γ) be the loop shift supported on the two columns of
embedded loops sitting above ι(Ai) in these components. Orient the loop shift so
that it is shifting towards the end in Ai.

Note that each ℓi has total support disjoint from each other ℓj so that ℓiℓj = ℓjℓi for
all i, j ∈ I. Therefore, ∏i∈ I⟨ℓi⟩ < PMap(Γ), and we can define the homomorphism
ι̂ : ∏i∈ I Z→ PMap(Γ) by

ι̂ ((ni)i∈I) :=
∏
i∈ I

ℓni
i .
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ι(Ai1) ι(Ai2) ι(Ai3) ι(Ai4)

ι(Ai1) ι(Ai2) ι(Ai3) ι(Ai4)

ι(Ai1) ι(Ai2) ι(Ai3)

ι(Ai1) ι(Ai2) ι(Ai3)

Figure 3.4. The new replacement graphs for each component of T \ ι(A). The
top picture shows the case when a component has infinitely many cut points and
the bottom for finitely many. Note that above each cut point one sees a “column
of embedded loops” within the grid.

It remains to check that Π ◦ ι̂ is the identity on ∏i∈ I Z. By the construction of the
loop shifts, ℓi crosses exactly one of the clopen subsets in A, namely Ai. Therefore,
we have

ΦAj
(ℓi) = δij :=

1 if i = j,

0 if i ̸= j.
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Now, given any tuple (ni)i∈ I ∈
∏
i∈ I Z we compute

(Π ◦ ι̂) ((ni)i∈ I) = Π
(∏
i∈ I

ℓni
i

)
=
(

ΦAj

(∏
i∈ I

ℓni
i

))
j ∈ I

= (ni)i∈ I . □

Proof of Theorem B. — Corollary 3.19 and Proposition 3.20 above give the desired
splitting short exact sequence 1 −→ PMapc(Γ) −→ PMap(Γ) −→ Zα −→ 1, with
α = |A| − 1. □

3.5. The rank of integral cohomology

As pointed out in Remark 3.10, we define Φ∅ = ΦEℓ
≡ 0.

Lemma 3.21. — Let {Ai}i∈ I be a clopen collection of subsets of Eℓ(Γ) such that
B = {χAi

}i∈ I is a free basis for C̊(Eℓ) as in Theorem 3.17. Then the map

Θ : C̊(Eℓ(Γ)) −→ H1(PMap(Γ);Z),∑
i∈ I

niχAi
7−→

∑
i∈ I

niΦAi
.

is a well-defined injective homomorphism.

Proof. — Since B is a free basis for C̊(Eℓ), the map χAi
7→ ΦAi

on B extends to a
well-defined homomorphism on the whole group C̊(Eℓ). To see Θ is injective, suppose
Θ(∑i niχAi

) = ∑
i niΦAi

= 0 for χAi
∈ B. Then for each j that arises as an index of

the summation, we evaluate the sum at the loop shift ℓj constructed in the proof of
Proposition 3.20:

0 =
∑
i

niΦAi
(ℓj) = njΦAj

(ℓj) = nj,

which implies that ∑i niχAi
≡ 0, concluding that Θ is injective. □

Here we collect relevant results on the first homology of the pure mapping class
group of graphs of rank n with s rays.

Fact 3.22 ([HV98, Theorem 1.1]). — H1(Aut(Fn);Q) = 0 for all n ⩾ 1.

Fact 3.23 ([Hat95, Section 4]). — For n ⩾ 3 and s ⩾ 1,

H1
(
F s−1
n ⋊ Aut(Fn);Z

) ∼= H1 (F s
n ⋊ Aut(Fn);Z) .

This still holds for n = 1, 2 if s ⩾ 2.

Proposition 3.24. — H1(PMapc(Γ);Z) = 0 for every locally finite, infinite
graph Γ.

Proof. — Let {Γk} be a compact exhaustion of Γ. Then PMapc(Γ) is a direct
limit of PMap(Γk)’s, each of which is isomorphic to F ek

nk
⋊ Aut(Fnk

) for some ek ⩾ 0
and nk ⩾ 1 (Recall Remark 2.4). Since the direct limit commutes with H1(−;Z) ≡
Hom(−,Z), it suffices to show that groups of the form F e

n⋊Aut(Fn) have trivial first
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cohomology. We first show H1(Aut(Fn);Z) = 0. By the universal coefficient theorem
for cohomology,

0 −→ Ext
(
H0(Aut(Fn);Q),Z

)
−→ H1(Aut(Fn);Z)

−→ Hom
(
H1(Aut(Fn);Q),Z

)
−→ 0

where Ext(H0(Aut(Fn);Q);Z) = 0 as H0(Aut(Fn);Q) ∼= Q is free. Also, H1(Aut(Fn);
Q) = 0 by Fact 3.22, so it follows that H1(Aut(Fn);Z) = 0.

On the other hand, repeatedly applying Fact 3.23 together with the universal
coefficient theorem for homology shows that for n ⩾ 3,
H1
(
F s
n ⋊ Aut(Fn);Q

)
= H1

(
F s−1
n ⋊ Aut(Fn);Q

)
= . . . = H1(Aut(Fn);Q) = 0.

The last equality comes from Fact 3.22. For n = 1, 2, the argument is the same,
except we reduce the problem of showing H1(F s−1

n ⋊ Aut(Fn);Z) = 0 to checking
H1(Fn ⋊ Aut(Fn);Q) = 0. One can check Z ⋊ Z2 and F2 ⋊ Aut(F2) have finite
abelianization to conclude this. (See e.g. [AFV08, Corollary 2] for a finite presentation
of Aut(F2).) This completes the proof of H1(PMapc(Γ);Z) = 0. □

Theorem 3.25. — The map Θ in Lemma 3.21 is an isomorphism.
Proof. — We only need to check the surjectivity of Θ. Pick ϕ ∈ H1(PMap(Γ);Z) =

Hom(PMap(Γ),Z). By Proposition 3.24, we have ϕ(PMapc(Γ)) = {0}. By Dudley’s
automatic continuity [Dud61], ϕ is continuous, so ϕ(PMapc(Γ)) = {0}. Recall the
semidirect product decomposition PMap(Γ) ∼= PMapc(Γ) ⋊ L from Theorem B,
where L ∼=

∏
i∈ I⟨ℓi⟩, the product of commuting loop shifts. Furthermore, these loop

shifts are dual to the collection of {ΦAi
}i∈ I ⊂ H1(PMap(Γ);Z) so that ΦAj

(ℓi) = δij.
Since ϕ is zero on the PMapc(Γ)-factor, it follows that ϕ is completely determined by
its value on L. Note also that L ∼=

∏
i∈ I Z so that H1(L;Z) ∼= ⊕i∈ IZ where a basis

for H1(L;Z) is given exactly by the set {ΦAi
}i∈ I , as in Theorem 3.17(2). Hence,

ϕ = ϕ|L ∈ H1(L;Z) can be described by a finite linear combination of ΦAi
’s. Such a

finite linear combination is the image of a finite linear combination of χAi
under Θ,

so Θ is surjective. □

Corollary 3.26 (Corollary C, revisited). — For every locally finite, infinite
graph Γ,

rk
(
H1(PMap(Γ);Z)

)
=


0 if |Eℓ| ⩽ 1
n− 1 if 2 ⩽ |Eℓ| = n <∞
ℵ0 otherwise.

Proof. — This follows from the isomorphism Θ : C̊(Eℓ(Γ)) ∼= H1(PMap(Γ);Z) in
Theorem 3.25. □

3.6. Relation to surfaces

Aramayona–Patel–Vlamis in [APV20] obtain a result similar to Theorem 3.25
in the infinite-type surface case using the homology of separating curves in place
of C̊(Eℓ(Γ)). Here we show that these approaches can be unified, as they each
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rely solely on the subspace of ends accumulated by loops or genus. Let S be an
infinite-type surface and let Ŝ be the surface obtained from S by forgetting the
planar ends of S. Let Hsep

1 (Ŝ;Z) be the subgroup of H1(Ŝ;Z) generated by homology
classes that have separating simple closed curves of Ŝ as representatives. Note that
when S has only planar ends, Hsep

1 (Ŝ;Z) is trivial.
Theorem 3.27 ([APV20, Theorem 4] for genus ⩾ 2, [DP20, Theorem 1.1] for

genus 1). — Let S be an infinite-type surface of genus at least one. Then
H1(PMap(S);Z) ∼= Hsep

1 (Ŝ;Z).
Let Eg(S) denote the space of ends of S accumulated by genus (i.e., the non-planar

ends).
Proposition 3.28. — Let S be an infinite-type surface. Then

Hsep
1 (Ŝ;Z) ∼= C̊(Eg(S)).

Proof. — We first note that by definition, Eg(S) = E(Ŝ). Let v ∈ Hsep
1 (Ŝ;Z) be

a primitive element, i.e. v has a representative γ that is an oriented and separating
simple closed curve. Now v determines a partition of E(Ŝ) into two clopen subsets,
v+, those ends to the right of γ, and v−, those ends to the left of γ. Note that these
are proper subsets if and only if v ̸= 0 if and only if χv+ ̸= 0 in C̊(E). Define

Ξ(v) := χv+ ∈ C̊(E),

for each nonzero primitive element v of Hsep
1 (Ŝ;Z). This linearly extends to define

an isomorphism Ξ : Hsep
1 (Ŝ;Z) ∼−→ C̊(Eg(S)). □

Corollary 3.29. — Let S be an infinite-type surface of genus at least one and
Γ be a locally finite, infinite graph. A homeomorphism between Eg(S) and Eℓ(Γ)
induces an isomorphism between H1(PMap(S);Z) and H1(PMap(Γ);Z).

Proof. — We first note that if Eg(S) is empty (i.e. S has finite genus), then
H1(PMap(S);Z) is trivial by [APV20, Theorem 1] and [DP20, Theorem 1.1]. Simi-
larly, if Eℓ(S) is empty, then H1(PMap(S);Z) is trivial by Proposition 3.2 and
Proposition 3.24.

Otherwise, the isomorphism is obtained by composing the maps from Theorem 3.25,
Theorem 3.27, and Proposition 3.28:

H1(PMap(Γ);Z)
Θ∼= C̊(Eℓ(Γ)) ∼= C̊(Eg(S))

Ξ∼= Hsep
1 (Ŝ;Z) ∼= H1(PMap(S);Z). □

4. CB generation classification
As an application of Theorem 3.11 and Theorem B, in this section we obtain

Theorem A, the classification of infinite graphs with CB generating sets. We revisit
the theorem for convenience.

Theorem 4.1 (Theorem A, revisited). — Let Γ be a locally finite, infinite graph.
Then PMap(Γ) is CB generated if and only if either Γ is a tree, or satisfies the
following:
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(1) Γ has finitely many ends accumulated by loops, and
(2) there is no accumulation point in E \ Eℓ.

The only if direction of Theorem A comes from [DHK23]:

Proposition 4.2 ([DHK23, Theorem 6.1]). — Let Γ be a locally finite, infinite
graph. If rk(Γ) > 0 and E \ Eℓ has an accumulation point, then PMap(Γ) is not
CB-generated.

Proposition 4.3 ([DHK23, Theorem 8.2]). — Let Γ be a locally finite, infinite
graph. If Γ has infinitely many ends accumulated by loops, then PMap(Γ) is not
locally CB. In particular, PMap(Γ) is not CB-generated.

Now we show that those conditions are also sufficient for CB-generation. First,
recall by Proposition 2.6 that when Γ is a tree, PMap(Γ) is the trivial group. We pro-
ceed to show (1) and (2) from Theorem 4.1 are sufficient to show that PMap(Γ) is CB
generated. We start with the case where Γ has finite rank and satisfies Condition (2):

Proposition 4.4. — Let Γ be a locally finite, infinite graph. If Γ has finite rank
with no accumulation point in E, then PMap(Γ) is finitely generated.

Proof. — Note in this case Eℓ is the empty set, so having no accumulation point
in E \ Eℓ is equivalent to having a finite end space. Hence PMap(Γ) is isomorphic
to one of Out(Fn),Aut(Fn) or F e

n ⋊ Aut(Fn) for some e = |E| − 1 ⩾ 1, all of which
are finitely generated, concluding the proof. □

Now assume Γ has infinite rank but finitely many ends accumulated by loops with
no accumulation point in E \ Eℓ. As in Remark 1.1, Γ can be realized as a finite
wedge sum of rays, Loch Ness monster graphs (infinite rank graph with end space
(E,Eℓ) ∼= ({∗}, {∗})), and Millipede monster graphs (infinite rank graph with end
space (E,Eℓ) ∼= (N ∪ {∞}, {∞})). Furthermore, Γ is characterized by the triple
(r, l,m) where l is the number of Loch Ness monster summands, m is the number
of Millipede monster summands and r is the number of components in Γ \ Γc. Note
that r <∞ if and only if m = 0.

We already know by Theorem 2.16 that both the Loch Ness monster graphs with
rays, (r, 1, 0) for r ∈ [0,∞), and the Millipede monster graph, (0, 0, 1), have CB
and thus CB-generated pure mapping class groups. To take advantage of this, we
homotope Γ so that if r <∞, the rays are attached to a Loch Ness monster summand.
For convenience, we still refer to these components as Loch Ness monster graphs.
Then Γ can be represented as in Figure 4.1, depending on whether r is finite or
infinite.

The foundation for our choice of CB-generating set for PMap(Γ) will be the set VK ,
where K is the wedge point as in Figure 4.1. Recall that an appropriate choice of a
compact set K provides a CB neighborhood of the identity certifying that PMap(Γ)
is locally CB.

Proposition 4.5 ([DHK23, Proposition 8.3]). — Let Γ be a locally finite, infinite
graph with finitely many ends accumulated by loops. Then PMap(Γ) is locally CB
if and only if Γ \ Γc has only finitely many components whose ends space is infinite.
Moreover, for any choice of connected compact subgraph K whose complementary
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Figure 4.1. The graphs Γ that we prove have a CB-generating pure mapping
class group. Each such Γ has a single wedge point K and Γ \K has l Loch Ness
monster components, and m Millipede monster components.

components are either trees or monster graphs, VK is a CB neighborhood of the
identity in PMap(Γ).

We remark that the moreover statement is absent in [DHK23, Proposition 8.3];
however, it can be deduced readily from the proof. We thus have that our choice
of VK is CB. This is the starting point for our CB generating set; we now describe
how to choose the remaining elements.

Enumerate each of the Loch Ness monster summands as L1, . . . , Ll, and the Mil-
lipede monster summands as M1, . . . ,Mm (skip the enumeration if there are no
summands of a given type). We also sequentially label the embedded loops in Li by
ai,j where ai,1 is the embedded loop closest to K. We similarly label the embedded
loops in Mi by bi,j.

For each pair of distinct components in {L1, . . . , Ll,M1, . . . ,Mm}, pick the primi-
tive loop shift whose support contains their core graphs. Call this collection of loop
shifts H. We claim that the set

S := VK ∪H

is a CB generating set for PMap(Γ). Note that S is CB since VK is CB by Propo-
sition 4.5 and H is a finite set. Thus, we only need to verify that S is a generating
set for PMap(Γ). We will first check that S generates PMapc(Γ).

Lemma 4.6. — If K ′ ⊂ Γ is any connected compact subset of Γ, then PMap(K ′)
⊂ ⟨S⟩.

Before we give the proof of this lemma we review finite generating sets for Aut(Fn).
Let Fn be a free group of rank n, and denote by a1, . . . , an its free generators. In
1924, Nielsen [Nie24] proved a finite presentation of Aut(Fn), with the generating
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set {τi}ni=1 ∪ {σij, λij, ρij}1⩽ i ̸= j ⩽n, where:

τi =

ai 7→ a−1
i ,

aj 7→ aj for j ̸= i.
σij =

ai ↔ aj,

ak 7→ ak for k ̸= i, j.

λij =

ai 7→ ajai,

ak 7→ ak for k ̸= i, j.
ρij =

ai 7→ aiaj,

ak 7→ ak for k ̸= i, j.

We call τi a flip, σij a transposition, and λij, ρij left/right Nielsen automorphisms
respectively. In fact, Armstrong–Forrest–Vogtmann [AFV08, Theorem 1] reduced
this generating set to consist only of involutions:
(†) {τi}ni=1 ∪ {σi,i+1}n−1

i=1 ∪ {τ2λ12}.
Proof of Lemma 4.6. — Let K ′ be a connected compact subset of Γ. Without

loss of generality, we can increase the size of K ′ so that it is as in Figure 4.2. In
particular, K ′ satisfies the following:

• K ′ contains at least two embedded loops of L1 (or M1 if l = 0),
• K ′ contains at least one embedded loop from every monster summand,
• the vertices in K ′ are contained in its interior,
• every component of Γ \K ′ is infinite,
• K ′ is connected and contains the wedge point K.

Figure 4.2. Illustrations of K ′ in Γ. For the left, we have (r, l,m) = (3, 4, 0)
and PMap(K ′) ∼= F 6

8 ⋊ Aut(F8). For the right, we have (r, l,m) = (∞, 3, 2) and
PMap(K ′) ∼= F 7

9 ⋊Aut(F9). We may assume K ′ contains: at least one embedded
loop from every monster summand and at least two embedded loops from one of
the monster summands as well as K. If needed, we can further enlarge K ′ such
that it contains the vertices in the interior, and it only contains the entirety of
the embedded loops.
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By Proposition 2.3 and Remark 2.4, we have that PMap(K ′) ∼= F k
m ⋊ Aut(Fm)

for some k > 0 and m = rk(K ′). We first check that ⟨S⟩ contains an Armstrong–
Forrest–Vogtmann generating set for Aut(Fm). Relabel the embedded loops of K ′ by
a1, . . . , am in the following manner. The embedded loop of L1 closest to K is labeled
a1, the next embedded loop in L1 is a2, continued until the embedded loops of L1 are
exhausted. Then the next embedded loop, say aj+1, is the first embedded loop on L2
etc., until all of the embedded loops in all of the Li are exhausted. Finally, continue
relabeling by a•’s the embedded loops in M1 through Mm, in the same process. Note
that when l = 0, then a1 and a2 are contained in M1.

Note that we immediately have τ1, . . . , τm, λ12 ∈ VK ⊂ S. Therefore it remains
to check that σi,i+1 ∈ ⟨S⟩ for all i = 1, . . . ,m − 1. Each such σi,i+1 either swaps
two adjacent embedded loops in a single component of K ′ \ K or swaps the last
embedded loop in a component of K ′ \K with the first embedded loop in the next
component. In the former case we already have that σi,i+1 ∈ VK . For the latter case,
let h ∈ ⟨H⟩ be a loop shift crossing the two monster summands containing ai and
ai+1 respectively. Then there exists k ∈ Z such that hk(ai) and hk(ai+1) are both
contained in a single monster component. Then letting σ′ be the loop swap for hk(ai)
and hk(ai+1), we have σ′ ∈ VK . Since σi,i+1 = h−kσ′hk, it follows that σi,i+1 ∈ ⟨S⟩.
Thus we see that every Armstrong–Forrest–Vogtmann generator for the Aut(Fm)
subgroup of PMap(K ′) ∼= F k

m ⋊ Aut(Fm) is contained in ⟨S⟩.
Finally we need to be able to obtain each of the k factors of Fm in PMap(K ′).

Each Fm subgroup can be identified with the subgroup of the collection of word
maps on an interval adjacent to the boundary of K ′. Recall by Proposition 2.3 there
are k+1 such boundary adjacent intervals, so say I1, . . . , Ik+1. Since we have already
generated the Aut(Fm) subgroup of PMap(K ′) with S and we can change the word
of the word map using Lemma 2.12 and Lemma 2.13, it suffices to show that a single
word map on each interval Ij that maps onto a generator of Fm is in ⟨S⟩. However,
since every Ij is contained in some monster summand, there is an appropriate word
map already in VK obtained by mapping Ij over the first embedded loop of that
summand. We can thus conclude that PMap(K ′) ∼= F k

m ⋊ Aut(Fm) in contained in
⟨S⟩. □

We are now ready to prove Theorem A. Note that in the above lemma we neeled
the loop shifts in H. They will also be used to push any arbitrary mapping class
into the closure of the compactly supported mapping classes.

Proof of Theorem A. — As discussed in the beginning of the section, the only
if direction comes from Proposition 4.2 and Proposition 4.3. Now we prove the if
direction. When Γ is a tree, we have PMap(Γ) = 1 by Proposition 2.6. If Γ has finite
rank, PMap(Γ) is finitely generated by Proposition 4.4. Also if Γ is either the Loch
Ness monster or Millipede monster graph, then by Theorem 2.16, PMap(Γ) is CB.
Hence we may assume 1 ⩽ |Eℓ| <∞, there is no accumulation point in E \ Eℓ, and
Γ is neither the Loch Ness monster nor the Millipede monster graphs.

Let S be as defined above; S = VK ∪H. We will show that S generates PMap(Γ).
Let f ∈ PMap(Γ). If |Eℓ| = 1, then PMap(Γ) = PMapc(Γ) by Theorem B, so
we obtain f ∈ PMapc(Γ). Otherwise, if |Eℓ| ⩾ 2, then by postcomposing f with
primitive loop shifts in H, we may assume the flux of f is zero with respect to any
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2-partition of Eℓ. By Theorem 3.11, we can assume f ∈ PMapc(Γ) for this case as
well.

Then there exists a compact set K ′ containing K, and g ∈ PMapc(Γ) such that
g is totally supported in K ′ and fg−1 ∈ VK . Therefore, it suffices to show that g
is contained in the group generated by S. Since g is totally supported in K ′, the
map g can be identified with an element in PMap(K ′), which is contained in ⟨S⟩ by
Lemma 4.6. This concludes the proof that PMap(Γ) is generated by S. Finally, S is
CB as it is the union of three finite sets W,B, and H and the set VK , which is CB
by Proposition 4.5. □

5. Residual finiteness

In this section, we prove Theorem D:

Theorem 5.1 (Theorem D, revisited). — PMap(Γ) is residually finite if and only
if Γ has a finite rank.

5.1. Forgetful map

Throughout this section, we let Γ be a locally finite, infinite graph with no ends
accumulated by loops. That is, Eℓ(Γ) = ∅ but E(Γ) ̸= ∅. Fix an end α0 ∈ E(Γ).
Define E<∞(Γ) as the collection of finite subsets of E(Γ) containing α0:

E<∞(Γ) = {E ⊂ E(Γ) : α0 ∈ E , and |E| <∞}.
For each E ∈ E<∞(Γ), we define the graph ΓE as a subgraph of Γ such that:

• rk ΓE = rk Γ, and
• E(ΓE) = E .

More concretely, for each e ∈ E , take an embedded ray re based at Γc limiting to e.
Then ΓE is just the union Γc ∪

⋃
e∈ E re. Note ΓE is properly homotopic to the core

graph Γc of Γ with |E| rays attached.
Now we use Proposition 2.3: PMap(Γ) ∼= R⋊PMap(Γ∗

c) if E(Γ)\Eℓ(Γ) is nonempty
and compact. In our case Γ is of infinite type and has no ends accumulated by loops, so
E(Γ)\Eℓ(Γ) = E(Γ) is automatically nonempty and compact. Now we denote by RE
the R subgroup for ΓE . Then we have a map ρE : R → RE by ‘restricting’ the domain
to E(ΓE). Namely, given a locally constant map [f : E(Γ) → π1(Γ, α0)] ∈ R, we
define ρE(f) := f |E(ΓE ), where we note that f |E(ΓE ) : E(ΓE)→ π1(Γ, α0) = π1(ΓE , α0)
is a locally constant map to π1(ΓE , α0), so ρE(f) ∈ RE .

Lemma 5.2. — The restriction map ρE : R → RE is a group homomorphism.

Proof. — Recall the group operation in R is the pointwise multiplication in
π1(Γ, α0). Hence the restriction on f · g for f, g ∈ R is just the product of their
restrictions:

ρE(f · g) = (f · g)|E(ΓE ) = f |E(ΓE ) · g|E(ΓE ) = ρE(f) · ρE(g). □
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Observe Γ∗
c = (ΓE)∗

c . Hence, from the lemma we can build the homomorphism
FE on PMap(Γ) to PMap(ΓE) by just letting FE = ρE × Id on the decomposition
PMap(Γ) = R⋊ PMap(Γ∗

c) given in Proposition 2.3:
FE : PMap(Γ)→ PMap(ΓE),

which we will call as the forgetful homomorphism to E ⊂ E(Γ).

5.2. Finite rank if and only if residually finite

Now we prove Theorem D. The following lemma is used for the only if direction
of the proof. Denote by SAut(Fn) the unique index 2 subgroup of Aut(Fn).

Fact 5.3 ([BKP19, Theorem 9.1]). — There exists a strictly increasing sequence
of integers {an}n⩾ 3 such that for n ⩾ 3, every nontrivial finite quotient of SAut(Fn)
has cardinality of at least an.

Proof of Theorem D. — Suppose that Γ has finite rank n. If Γ has no ends then
PMap(Γ) is isomorphic to Out(Fn), which is residually finite by [Gro75]. If Γ has
only one end, then PMap(Γ) is isomorphic to Aut(Fn), which is residually finite
by [Bau63]. If Γ has finitely many ends, then PMap(Γ) ∼= F |E|−1

n ⋊ Aut(Fn) which
is again residually finite as both factors are residually finite and F |E|−1

n is finitely
generated [Mal58, Theorem 1].

Now we assume Γ has finite rank and infinitely many ends. The proof is similar
to the proof for infinite-type surfaces; [PV18, Proposition 4.6]. Let f ∈ PMap(Γ)
be a nontrivial element. Since Γ is of finite rank and f is proper, it follows that
(Γ \ Γc) ∩ supp(f) is compact. In particular, there exists some finite set E ⊂ E
such that ΓE ∩ supp(f) is still nonempty. This implies that the forgetful map FE :
PMap(Γ)→ PMap(ΓE) sends f to a nontrivial element FE(f) ∈ PMap(ΓE). However,
we know that E has finite end space so PMap(ΓE) is residually finite by the previous
paragraph. Therefore, there exists a homomorphism ψ : PMap(ΓE) → F for some
finite group F so that ψ(FE(f)) is nontrivial. Thus PMap(Γ) is residually finite.

Conversely, let Γ have infinite rank and assume it is in standard form. Let {Γk} be
a compact exhaustion of Γ by connected subgraphs. Then there exist non-decreasing
sequences {nk}, {ek} such that PMap(Γk) ∼= F ek

nk
⋊Aut(Fnk

). Here ek+1 is the number
of boundaries of Γk (i.e. the size of Γ \ Γk ∩ Γk), and nk is the rank of Γk. The fact
that {ek} is nondecreasing follows because Γ is in a standard form and the exhaustion
of Γ gives an exhaustion of the maximal tree of Γ. As Γ has infinite rank, we have
limk→ ∞ nk =∞. Also, note Aut(Fnk

) has the unique index 2 subgroup SAut(Fnk
) for

each k, whose isomorphic copy in PMap(Γk) we denote by Gk. The group Aut(Fnk
)

can be identified with the subgroup of mapping classes totally supported on the
core graph of Γk, and Gk

∼= SAut(Fnk
) with the set of those mapping classes that

preserve orientation. Since the core graph of Γk is contained in the core graph of
Γk+1, and orientation preserving mapping classes on Γk are orientation preserving
on Γk+1, it follows that we have the inclusion Gk ↪→ Gk+1. Hence the direct limit
SAut∞(Γ) := lim−→Gk is a well-defined subgroup of PMap(Γ).
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We claim that SAut∞(Γ) has no finite quotients. To do this, suppose H is a proper
normal subgroup of SAut∞(Γ) with finite index r ⩾ 2. Then as H is a proper
subgroup of SAut∞(Γ) and lim−→Gk = SAut∞(Γ), it follows that there exists some k0
such that whenever k ⩾ k0, Gk is not contained in H. Hence H ∩ Gk is a proper
normal subgroup of Gk. Note

1 ̸= [Gk : Gk ∩H] ⩽ [SAut∞(Γ) : H] = r,

but the minimal finite index of proper subgroups of Gk
∼= SAut(Fnk

) increases as k
does by Fact 5.3. Therefore, [Gk : Gk ∩H] cannot be uniformly bounded by r; giving
a contradiction. Therefore SAut∞(Γ) has no nontrivial finite quotient, implying that
both PMap(Γ) and Map(Γ) are not residually finite. □

6. Tits alternative

In a series of three papers [BFH00, BFH04, BFH05], Bestvina, Feighn, and Handel
prove that Out(Fn) satisfies what we call the strong Tits alternative: Every sub-
group either contains a nonabelian free group or is virtually abelian. The same was
previously known for mapping class groups of compact surfaces by work of Ivanov,
McCarthy, and Birman–Lubotzky–McCarthy [BLM83, Iva84, McC85]. However, it
was shown by Lanier and Loving [LL20] that this is not the case for big mapping
class groups. They prove that big mapping class groups never satisfy the strong Tits
alternative by showing that they always contain a subgroup isomorphic to the wreath
product Z ≀Z. In [AHL+21], the authors extend this idea to find many subgroups iso-
morphic to wreath products. Allcock [All21] further showed that most big mapping
class groups fail the (standard) Tits alternative by finding a poison subgroup that
surjects onto a Grigorchuck group. A groups satisfies the Tits alternative if every
subgroup either contains a nonabelian subgroup or is virtually solvable. Note that
some references require subgroups be finitely generated, but we do not need to make
that restriction.

6.1. Infinite rank: fails to satisfy TA

In this section, we find poison subgroups (analogous to the surface case) in PMap(Γ)
for graphs Γ of infinite rank.

Theorem 6.1. — Let Γ be a locally finite graph of infinite rank. Then PMap(Γ)
contains a subgroup isomorphic to Aut(Fn) ≀ Z for all n ∈ N.

Proof. — Recall that to define the wreath product G ≀ Z, we need a Z-indexed set
of copies of G, denoted by {Gi}i∈Z. Then Z acts on the index set by translation,
so it also acts on ⊕i∈ZGi by translation on the indices. Now set G = Aut(Fn) and
denote by ϕ the translation action by Z on the direct sum. We then define

Aut(Fn) ≀ Z :=
(⊕

Z
Aut(Fn)

)
⋊ϕ Z.
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To realize this group as a subgroup of PMap(Γ), we will find Z copies of Aut(Fn)
together with a translation action.

For each n ∈ N, let ∆n be the graph obtained from a line identified with R with a
wedge of n circles attached by an edge at each integer point; see Figure 6.1. If Γ has
at least two ends accumulated by loops, we can properly homotope Γ to have ∆n as
a subgraph.

Figure 6.1. The graph ∆4, with two ends accumulated by roses with 4 petals. It
admits a translation of roses, denoted by the green dotted arrow. Up to proper
homotopy, such graph arises as a subgraph of any graph with at least two ends
accumulated by loops.

For each i ∈ Z, let Ri be the wedge of circles supported above the integer point i
in ∆n ⊂ Γ. Let Gi be the subgroup of elements of PMap(Γ) which are totally
supported on Ri. Each Gi is isomorphic to Aut(Fn) (see Remark 2.4) and the Gi’s
have disjoint total support, so ⟨Gi⟩i∈Z ∼= ⊕Z Aut(Fn). There is a shift map, call it
h, that translates along ∆n by +1 on the line and maps Ri to Ri+1 isometrically.
Because hmGi = Gi+mh

m, the subgroup of PMap(Γ) generated by G0 and h is
isomorphic to Aut(Fn) ≀ Z.

In general, if Γ has at least one end accumulated by loops, we can embed a copy of
∆n into Γ where the images of the two ends of ∆n are not distinct. The corresponding
“shift map” will no longer be shifting between distinct ends, but this does not affect
the construction of an Aut(Fn) ≀ Z subgroup. □

Theorem 6.1 immediately tells us that PMap(Γ) fails the strong Tits alternative
because Z ≀Z is a subgroup of Aut(Fn) ≀Z. In [All21], Allcock shows that big mapping
class groups of surfaces with infinite genus fail the (standard) Tits alternative. His
idea is to find elements of the mapping class group that “look like” the action of
the Grigorchuck group on a rooted binary tree. Because these elements are not of
finite order, the resulting subgroup of the mapping class group is an extension of the
Grigorchuck group. When this same idea is implemented in the pure mapping class
group of a graph, we instead find an exact copy of Grigorchuck’s group. Many graphs,
such as an infinite binary tree, also contain Grigorchuck’s group as a subgroup of
their full mapping class group in the obvious way.

Theorem 6.2. — Let Γ be a locally finite graph of infinite rank. Then PMap(Γ)
contains a subgroup isomorphic to the Grigorchuck group.

Proof. — First, we define the proper homotopy equivalences called a, b, c, d on an
infinite binary tree T as in Figure 6.2. Note only a swaps the level 1 branches. Each
of the other three homotopy equivalences b, c, d misses (3k+ 1), 3k, (3k− 1)st branch
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Figure 6.2. Proper homotopy equivalences a, b, c and d on infinite binary tree T .
Each green arrow denotes the swap of the two subtrees induced by the swap of
the two branches.

swaps for k ⩾ 1 respectively, as well as the level-1 swap. These four elements generate
the Grigorchuck group, G [GP08, Gri80].

Now let ∆ be the infinite graph with one end accumulated by loops, constructed as
in Figure 6.3. Specifically, we start with a ray and label the countably many vertices
by v1, v2, . . . etc. Attach a finite binary tree Ti of level i to vi for each i ⩾ 1. Then
attach a single embedded loop at each leaf of the trees. For any graph Γ with infinite
rank, we can apply a proper homotopy equivalence so that ∆ is a subgraph. Hence,
PMap(∆) ⩽ PMap(Γ), so it suffices to find a Grigorchuck group inside PMap(∆).

Figure 6.3. The graph ∆ and the proper homotopy equivalence b̂ on T1, T2, . . . ⊂
∆ mimicking the definition of b on T .
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Define a proper homotopy equivalence b̂ as the map on finite binary trees T1, T2, . . .
by “mimicking” b defined on the infinite binary tree T . See Figure 6.3 for an illustra-
tion of b̂, denoted in green arrows. Similarly define â, ĉ and d̂ from a, c and d. Denote
by ã, b̃, c̃ and d̃ the proper homotopy classes of â, b̂, ĉ and d̂ respectively. Following
the same proof of [All21, Lemma 4.1], we see that ã, b̃, c̃, d̃ satisfy exactly the defining
relations of G, and G̃ := ⟨ã, b̃, c̃, d̃⟩ is isomorphic to the Grigorchuck group. □

Corollary 6.3. — Let Γ be a locally finite graph of infinite rank. Then PMap(Γ)
and Map(Γ) fail the Tits alternative.

6.2. Finite rank: satisfies TA

On the other hand, when Γ has finite rank, we get the following contrasting result.

Theorem 6.4. — Let Γ be a locally finite graph with finite rank. Then PMap(Γ)
satisfies the Tits alternative. That is, every finitely generated subgroup is either
virtually solvable or contains a free group.

We first need the following stability property of the Tits alternative.

Proposition 6.5. — Satisfying the Tits alternative is stable under subgroups,
finite-index supergroups, and group extensions. More precisely,

(1) Let H ⩽ G. If G satisfies the Tits alternative, then so does H.
(2) Let H ⩽ G with [G : H] < ∞. If H satisfies the Tits alternative, then so

does G.
(3) (cf. [Can11, Proposition 6.3]) Suppose the groups K,G,H form a short exact

sequence as follows:

1 −→ K −→ G −→ H −→ 1.
If K and H satisfy the Tits alternative, then so does G.

Proof. — Claim (1) holds because every subgroup of H is a subgroup of G.
Claim (2) will follow from (3), as finite groups are virtually trivial so satisfy the Tits
alternative.

Now we prove (3). Let L ⩽ G be a subgroup. Then we have the following commu-
tative diagram:

1 K G H 1

1 K ∩ L L q(L) 1

q

q

Indeed, K ∩L ⊴ L and q(L) ∼= L/(K ∩L) ⩽ H. By (1), both K ∩L and q(L) satisfy
Tits alternative. If K ∩L has F2 as a subgroup, then L has F2 as a subgroup. If q(L)
has F2 has a subgroup, then we can find a section of q to lift F2 inside L. Hence, we
may assume both K ∩ L and q(L) are virtually solvable. In this case, the following
fact finishes the proof.
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Fact 6.6 ([Din12, Lemma 5.5], see also [Can11, Lemme 6.1]). — Suppose N is a
normal subgroup of a group G. If both N and G/N are virtually solvable, then G is
virtually solvable.

Hence L is virtually solvable, concluding that G satisfies Tits alternative. □

Now we are ready to prove Theorem 6.4.
Proof of Theorem 6.4. — Let rk Γ = n. Then we have the following short exact

sequence [AKB21, Theorem 3.5]:
1 −→ R −→ PMap(Γ) −→ Aut(Fn) −→ 1,

where R is the group of locally constant functions from E to Fn with pointwise
multiplication.

The subgroup of Out(Fn+1) fixing one Z factor is naturally isomorphic to Aut(Fn).
Recall that Out(Fn+1) satisfies the Tits alternative by [BFH00], so Aut(Fn) does too.
We will show that R satisfies the (strong) Tits alternative, then Proposition 6.5(3),
guarantees that PMap(Γ) satisfies the Tits alternative as well.

Claim. — R satisfies the strong Tits alternative.

Consider a (not necessarily finitely generated) subgroup H ⊂ R. Suppose there
exist ϕ, ψ ∈ H that do not commute; so there exists an e ∈ E such that ϕ(e)ψ(e) ̸=
ψ(e)ϕ(e). We first prove ⟨ϕ, ψ⟩ is a free group. Suppose not, and say there is a
nontrivial relation w = w(ϕ, ψ) = 1. As the operation in R is the pointwise multipli-
cation, the same word w, replacing ϕ, ψ with ϕ(e), ψ(e), defines a nontrivial relation
w(ϕ(e), ψ(e)) = 1 in Fn, which contradicts the fact that Fn is free. Hence, ⟨ϕ, ψ⟩ is a
free group. Further, as there are non-commuting element ϕ, ψ in ⟨ϕ, ψ⟩, it cannot be
Z. Therefore, the free group ⟨ϕ, ψ⟩ has rank at least 2, concluding that R satisfies a
(strong) Tits alternative. □

We now extend these results to determine which full mapping class groups satisfy
the Tits alternative.

Corollary 6.7. — Let Γ be a locally finite, infinite graph. Then Map(Γ) satisfies
the Tits alternative if and only if Γ has finite rank and finite end space.

Proof. — We divide into cases. First, if Γ has at least one end accumulated by
loops, then Map(Γ) fails the Tits alternative by Corollary 6.3. Otherwise, Γ has finite
rank, and we continue to divide into cases. If Γ has finite end space, then Map(Γ)
is a finite extension of PMap(Γ), so by Proposition 6.5(2), the full mapping class
group Map(Γ) satisfies the Tits alternative. If Γ has countable end space, then we
can modify the proof of Theorem 6.2 by replacing the embedded loops with rays,
to realize Grigorchuck’s group as a subgroup of Map(Γ). If the end space of Γ is
uncountable, then there is a closed subset of the ends which is homeomorphic to
the whole Cantor set, so contains Grigorchuck’s group in the natural way, and again
Map(Γ) fails the Tits alternative. □

The strong Tits alternative is not stable under group extensions (consider Z≀Z). So,
the best we could conclude about PMap(Γ) from the decomposition as R⋊Aut(Fn)
was Theorem 6.4. However, our proof that R satisfies the strong Tits alternative
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actually shows the slightly stronger statement: any two elements of R which do not
commute generate F2. This property could be useful in answering the question,

Question 6.8. — If Γ is a locally finite graph of finite rank, does PMap(Γ) satisfy
the strong Tits alternative?

BIBLIOGRAPHY

[ADMQ90] Rafael Ayala, Eduardo Dominguez, Adolfo C. Márquez, and Adrian Quintero, Proper
homotopy classification of graphs, Bull. Lond. Math. Soc. 22 (1990), no. 5, 417–421.
↑382

[AFV08] Heather Armstrong, Bradley Forrest, and Karen Vogtmann, A presentation for
Aut(Fn), J. Group Theory 11 (2008), no. 2, 267–276. ↑400, 404

[AHL+21] Carolyn R. Abbott, Hannah Hoganson, Marissa Loving, Priyam Patel, and Rachel
Skipper, Finding and Combining Indicable Subgroups of Big Mapping Class Groups,
2021, https://arxiv.org/abs/2109.05976. ↑408

[AKB21] Yael Algom-Kfir and Mladen Bestvina, Groups of proper homotopy equivalences of
graphs and Nielsen realization, to appear in Contemporary Mathematics, 2021, https:
//arxiv.org/abs/2109.06908. ↑374, 378, 381, 382, 412

[All21] Daniel Allcock, Most big mapping class groups fail the Tits alternative, Algebr. Geom.
Topol. 21 (2021), no. 7, 3675–3688. ↑408, 409, 411

[APV20] Javier Aramayona, Priyam Patel, and Nicholas G. Vlamis, The first integral cohomology
of pure mapping class groups, Int. Math. Res. Not. 2020 (2020), no. 22, 8973–8996.
↑378, 380, 386, 393, 394, 400, 401

[Bau63] Gilbert Baumslag, Automorphism groups of residually finite groups, J. Lond. Math.
Soc. 38 (1963), 117–118. ↑407

[BBP23] Tara Brendle, Nathan Broaddus, and Andrew Putman, The mapping class group of
connect sums of S2 × S1, Trans. Am. Math. Soc. 376 (2023), no. 4, 2557–2572. ↑378

[BDR20] Juliette Bavard, Spencer Dowdall, and Kasra Rafi, Isomorphisms between big mapping
class groups, Int. Math. Res. Not. 2020 (2020), no. 10, 3084–3099. ↑378, 379

[BFH00] Mladen Bestvina, Mark Feighn, and Michael Handel, The Tits alternative for Out(Fn).
I. Dynamics of exponentially-growing automorphisms, Ann. Math. (2) 151 (2000),
no. 2, 517–623. ↑408, 412

[BFH04] , Solvable subgroups of Out(Fn) are virtually Abelian, Geom. Dedicata 104
(2004), 71–96. ↑408

[BFH05] , The Tits alternative for Out(Fn). II. A Kolchin type theorem, Ann. Math. (2)
161 (2005), no. 1, 1–59. ↑408

[BKMM12] Jason Behrstock, Bruce Kleiner, Yair Minsky, and Lee Mosher, Geometry and rigidity
of mapping class groups, Geom. Topol. 16 (2012), no. 2, 781–888. ↑379

[BKP19] Barbara Baumeister, Dawid Kielak, and Emilio Pierro, On the smallest non-abelian
quotient of Aut(Fn), Proc. Lond. Math. Soc. (3) 118 (2019), no. 6, 1547–1591. ↑407

[BLM83] Joan S. Birman, Alex Lubotzky, and John D. McCarthy, Abelian and solvable subgroups
of the mapping class groups, Duke Math. J. 50 (1983), no. 4, 1107–1120. ↑379, 408

TOME 8 (2025)

https://arxiv.org/abs/2109.05976
https://arxiv.org/abs/2109.06908
https://arxiv.org/abs/2109.06908


414 G. DOMAT, H. HOGANSON & S. KWAK

[BV00] Martin R. Bridson and Karen Vogtmann, Automorphisms of automorphism groups of
free groups, J. Algebra 229 (2000), no. 2, 785–792. ↑379

[Can11] Serge Cantat, Sur les groupes de transformations birationnelles des surfaces, Ann.
Math. (2) 174 (2011), no. 1, 299–340, corrected version (2012) available from https:
//perso.univ-rennes1.fr/serge.cantat/Articles/cremona_long.pdf. ↑411, 412

[DHK23] George Domat, Hannah Hoganson, and Sanghoon Kwak, Coarse geometry of pure
mapping class groups of infinite graphs, Adv. Math. 413 (2023), article no. 108836.
↑375, 376, 378, 379, 383, 384, 385, 386, 387, 388, 391, 402, 403

[Din12] Tien-Cuong Dinh, Tits alternative for automorphism groups of compact Kähler mani-
folds, Acta Math. Vietnam. 37 (2012), no. 4, 513–529. ↑412

[DP20] George Domat and Paul Plummer, First cohomology of pure mapping class groups of
big genus one and zero surfaces, New York J. Math. 26 (2020), 322–333. ↑401

[Dud61] R. M. Dudley, Continuity of homomorphisms, Duke Math. J. 28 (1961), no. 4, 587–594.
↑400

[FH07] Benson Farb and Michael Handel, Commensurations of Out(Fn), Publ. Math., Inst.
Hautes Étud. Sci. 105 (2007), 1–48. ↑379

[GP08] Rostislav Grigorchuk and Igor Pak, Groups of intermediate growth: An introduction,
Enseign. Math. (2) 54 (2008), no. 3-4, 251–272. ↑410

[Gri80] R. I. Grigorčuk, On Burnside’s problem on periodic groups, Funkts. Anal. Prilozh. 14
(1980), no. 1, 53–54. ↑410

[Gro75] Edna K. Grossman, On the residual finiteness of certain mapping class groups, J. Lond.
Math. Soc. (2) 9 (1974/75), 160–164. ↑407

[Har86] John L. Harer, The virtual cohomological dimension of the mapping class group of an
orientable surface, Invent. Math. 84 (1986), no. 1, 157–176. ↑379

[Hat95] Allen Hatcher, Homological stability for automorphism groups of free groups, Comment.
Math. Helv. 70 (1995), no. 1, 39–62. ↑399

[Hat02] , Algebraic Topology, Cambridge University Press, 2002. ↑391

[Hil23] Thomas Hill, Large-Scale Geometry of Pure Mapping Class Groups of Infinite-Type
Surfaces, 2023, https://arxiv.org/abs/2309.00124. ↑375

[HMV18] Jesús H. Hernández, Israel Morales, and Ferrán Valdez, Isomorphisms between curve
graphs of infinite-type surfaces are geometric, Rocky Mt. J. Math. 48 (2018), no. 6,
1887–1904. ↑379

[HV98] Allen Hatcher and Karen Vogtmann, Rational homology of Aut(Fn), Math. Res. Lett.
5 (1998), no. 6, 759–780. ↑399

[HV04] , Homology stability for outer automorphism groups of free groups, Algebr.
Geom. Topol. 4 (2004), 1253–1272. ↑378

[HW20] Camille Horbez and Richard D. Wade, Commensurations of subgroups of Out(FN ),
Trans. Am. Math. Soc. 373 (2020), no. 4, 2699–2742. ↑379

[Iva84] Nikolai V. Ivanov, Algebraic properties of the Teichmüller modular group, Dokl. Akad.
Nauk SSSR 275 (1984), no. 4, 786–789. ↑408

ANNALES HENRI LEBESGUE

https://perso.univ-rennes1.fr/serge.cantat/Articles/cremona_long.pdf
https://perso.univ-rennes1.fr/serge.cantat/Articles/cremona_long.pdf
https://arxiv.org/abs/2309.00124


Generating Sets and Algebraic Properties of PMap(Γ) 415

[Iva88] , Automorphisms of Teichmüller modular groups, Topology and geometry —
Rohlin Seminar (Oleg Y. Viro and Anatoly M. Vershik, eds.), Lecture Notes in Mathe-
matics, vol. 1346, Springer, 1988, pp. 199–270. ↑379

[Iva97] , Automorphism of complexes of curves and of Teichmüller spaces, Int. Math.
Res. Not. 1997 (1997), no. 14, 651–666. ↑379

[Khr90] D. G. Khramtsov, Completeness of groups of outer automorphisms of free groups,
Group-theoretic Investigations (Russian), Akad. Nauk SSSR Ural. Otdel., Sverdlovsk,
1990, pp. 128–143. ↑379

[Lau74] François Laudenbach, Topologie de la dimension trois: homotopie et isotopie,
Astérisque, vol. 12, Société Mathématique de France, 1974. ↑378

[LL20] Justin Lanier and Marissa Loving, Centers of subgroups of big mapping class groups
and the Tits alternative, Glas. Mat., III. Ser. 55(75) (2020), no. 1, 85–91. ↑408

[Mal58] Anatoly I. Mal’cev, On homomorphisms onto finite groups, Uch. Zap. Ivanov. Gos.
Pedagog Inst. 18 (1958), 49–60, english translation in: Translations. Series 2. American
Mathematical Society, 119 (1983) 67-79. ↑407

[McC85] John D. McCarthy, A “Tits-alternative” for subgroups of surface mapping class groups,
Trans. Am. Math. Soc. 291 (1985), no. 2, 583–612. ↑408

[McC86] , Automorphisms of surface mapping class groups. A recent theorem of N. Ivanov,
Invent. Math. 84 (1986), no. 1, 49–71. ↑379

[McK77] Ralph McKenzie, Automorphism groups of denumerable Boolean algebras, Can. J. Math.
29 (1977), no. 3, 466–471. ↑379

[Mon75] James D. Monk, On the automorphism groups of denumerable Boolean algebras, Math.
Ann. 216 (1975), 5–10. ↑379

[MR23] Kathryn Mann and Kasra Rafi, Large-scale geometry of big mapping class groups,
Geom. Topol. 27 (2023), no. 6, 2237–2296. ↑375, 379

[Nie24] Jakob Nielsen, Die Isomorphismengruppe der freien Gruppen, Math. Ann. 91 (1924),
no. 3-4, 169–209. ↑403

[PV18] Priyam Patel and Nicholas G. Vlamis, Algebraic and topological properties of big
mapping class groups, Algebr. Geom. Topol. 18 (2018), no. 7, 4109–4142. ↑380, 384,
407

[Ros22] Christian Rosendal, Coarse geometry of topological groups, Cambridge Tracts in Math-
ematics, vol. 223, Cambridge University Press, 2022. ↑375, 385

[SC24] Anschel Schaffer-Cohen, Graphs of curves and arcs quasi-isometric to big mapping
class groups, Groups Geom. Dyn. 18 (2024), no. 2, 705–735. ↑379

[Uda24] Brian Udall, The sphere complex of a locally finite graph, 2024, https://arxiv.org/
abs/2407.07976. ↑378

[Use] User83827, Is Out(F∞) residually finite?, Mathematics Stack Exchange, https://
math.stackexchange.com/q/57867 (version: 2011-08-17). ↑378

TOME 8 (2025)

https://arxiv.org/abs/2407.07976
https://arxiv.org/abs/2407.07976
https://math.stackexchange.com/q/57867
https://math.stackexchange.com/q/57867


416 G. DOMAT, H. HOGANSON & S. KWAK

Manuscript received on 14th February 2024,
revised on 27th November 2024,
accepted on 27th January 2025.

Recommended by Editors V. Colin and V. Guirardel.
Published under license CC BY 4.0.

eISSN: 2644-9463
This journal is a member of Centre Mersenne.

George DOMAT
University of Michigan,
Department of Mathematics,
530 Church Street,
Ann Arbor, MI 48109 (U.S.A.)
domatg@umich.edu
Hannah HOGANSON
University of Maryland,
Department of Mathematics,
4176 Campus Drive,
College Park,
MD 20742 (U.S.A.)
hoganson@umd.edu
Sanghoon KWAK
Seoul National University,
Department of Mathematics Education,
1, Gwanak-ro, Gwanak-gu,
Seoul, 08826 (South Korea)
samuelkwak@snu.ac.kr

ANNALES HENRI LEBESGUE

https://creativecommons.org/licenses/by/4.0/
http://www.centre-mersenne.org/
http://ahl.centre-mersenne.org/
mailto:domatg@umich.edu
mailto:hoganson@umd.edu
mailto:samuelkwak@snu.ac.kr

	1. Introduction
	Comparison with Surfaces
	Rigidity Questions
	Outline
	Acknowledgments

	2. Preliminaries
	2.1. Mapping class groups of infinite graphs
	2.2. Elements of PMap(G)
	2.2.1. Loop swaps
	2.2.2. Word maps
	2.2.3. Loop shifts

	2.3. Coarse geometry of groups

	3. Semidirect product structure and cohomology
	3.1. The case |El| le 1
	3.2. Flux maps
	3.3. Flux zero maps
	3.4. Space of flux maps
	3.5. The rank of integral cohomology
	3.6. Relation to surfaces

	4. CB generation classification
	5. Residual finiteness
	5.1. Forgetful map
	5.2. Finite rank if and only if residually finite

	6. Tits alternative
	6.1. Infinite rank: fails to satisfy TA
	6.2. Finite rank: satisfies TA

	References

