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Abstract. — The aim of this article is to derive discontinuous finite elements vector
spaces which can be put in a discrete de Rham complex for which the matching between the
continuous and discrete cohomology spaces can be proven for periodic meshes.

First, the triangular case is addressed, for which we prove that this property holds for the
classical discontinuous finite element space for vectors.

On Cartesian meshes, this result does not hold for the classical discontinuous finite element
space for vectors. We then show how to use the de Rham complex found for triangular meshes
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418 V. PERRIER

for enriching the finite element space on Cartesian meshes in order to recover a de Rham
complex, on which the same property is proven.

Résumé. — Le but de cet article est de développer des espaces éléments finis pour des
espaces de vecteurs discontinus, qui peuvent être mis dans un complexe de de Rham discret
pour lequel on peut démontrer une correspondance entre l’espace de cohomologie discret et
l’espace de cohomologie continu pour des maillages périodiques.

En premier lieu, le cas triangulaire est abordé, dans lequel on prouve que cette propriété est
valide pour l’espace habituel d’approximation des vecteurs.

Sur les maillages cartésiens, la propriété n’est pas valide pour l’espace habituel d’approxi-
mation des vecteurs. On montre alors comment utiliser le complexe développé dans le cas
triangulaire pour enrichir l’espace éléments finis sur les maillages cartésiens afin de retrouver
un complexe de de Rham pour lequel la même propriété est démontrée.

1. Introduction

In this article, we are interested in the de Rham complex on a two dimensional
space Ω:

(1.1) Λ0(Ω)
d

−−−−−−−→ Λ1(Ω)
d

−−−−−−−→ Λ2(Ω),

where Λk(Ω) is the set of k-differential forms, and d is the exterior derivative. For
the sake of simplicity, we suppose that Ω is the two dimensional torus T2.

In the context of partial differential equations, it is usually convenient to translate
the multilinear forms of (1.1) in terms of proxies. This is achieved by choosing a basis
of Λ1(Ω). If (e1, e2) is an orthogonal basis, its dual basis is denoted by (dx1, dx2),
and this leads usually to the two following situations

• When the basis (dx1, dx2) is used for Λ1, and dx1 ∧ dx2 is used for Λ2, the
exterior derivative between Λ0 and Λ1 gives a gradient operator on the proxies.
In this case, the 0-forms of (1.1) maps to the set A of the scalar potentials,
the 1-forms to a set of vectors B, and the 2-forms to a set of scalars C. The
exterior derivative between A and B is the gradient, ∇:

∇ : A 7−→ B

a 7−→ b = (∂xa, ∂ya)T

whereas the exterior derivative between B and C is the rotated divergence
(or scalar curl, which is obtained by taking the z component of the classical
three dimensional curl)

∇⊥· : B 7−→ C

b 7−→ c = −∂ybx + ∂xby,

and the diagram (1.1) can be rewritten in term of proxies as

(1.2) A
∇

−−−−−−−→ B
∇⊥·

−−−−−−−→ C.
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Discrete de Rham complex with discontinuous space for vectors 419

• When the basis (−dx2, dx1) is used for Λ1, and dx1 ∧ dx2 is used for Λ2, the
exterior derivative between Λ0 and Λ1 gives the rotated gradient (which can
also be seen as a curl) on the proxies. In this case, the 0-forms of (1.1) maps
to the set A of scalars (which may be seen as potential vectors by taking the
curl of a vector which would have only a z component), the 1-forms to a set
of vectors B, and the 2-forms to a set of scalars C. The exterior derivative
between A and B is the rotated gradient, ∇⊥:

∇⊥ : A 7−→ B

a 7−→ b = (−∂ya, ∂xa)T

whereas the exterior derivative between B and C is the opposite of the two-
dimensional divergence

∇· : B 7−→ C

b 7−→ c = ∂xbx + ∂yby,

and the diagram (1.1) can be rewritten as

(1.3) A
∇⊥

−−−−−−−→ B
−∇·

−−−−−−−→ C,

For the sake of simplicity, we will address rather the diagram

(1.4) A
∇⊥

−−−−−−−→ B
∇·

−−−−−−−→ C,

A natural question that arises when considering diagrams such as (1.2) and (1.4)
is whether the sequence is exact, which can be summarised for (1.2) as:

• Is the kernel of ∇ reduced to 0?
• Is (∇⊥·) full rank?
• Do we have Range(∇) = ker(∇⊥·)?

In general, the answer of the previous questions is “no”, however, it is nearly “yes”
in the sense that the dimension of the vectorial spaces ker ∇, C/Range(∇⊥·) and
ker ∇⊥· /Range(∇) (called the cohomology spaces) are finite. Following the Hodge
theory, these dimensions equal to the zeroth, first and second Betti numbers (denoted
by b0, b1 and b2), which are characteristics of the topology of the domain Ω. We are
interested in this article in two-dimensional periodic domain, namely a torus, for
which we have b0 = b2 = 1 and b1 = 2. Also, ker ∇ and C/Range(∇⊥·) match with
the uniform functions (which is a one dimensional vector space, and so is consistent
with b0 = b2 = 1), whereas ker(∇⊥·)/Range(∇) matches with the uniform vectors
(which is a two dimensional vector space, so is consistent with b1 = 2).

We are now interested in the discrete counterpart of these properties: once Ω
is discretised by a mesh, do we have a discrete counterpart of (1.2) and (1.4)?
This indeed exists in the conforming finite element context [AL14]. For example,
for triangular meshes, the following discrete version of (1.4) involving the space of
continuous finite elements Pk, the space of Raviart–Thomas finite elements RTRTRTk and
the space of discontinuous finite elements dPk−1

(1.5) Pk+1
∇⊥

−−−−−−−→ RTRTRTk+1
∇·

−−−−−−−→ dPk,
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420 V. PERRIER

whereas a discrete version of (1.2) can also be derived

(1.6) Pk+1
∇

−−−−−−−→ NNNk+1
∇⊥·

−−−−−−−→ dPk,

where NNNk is the space of two dimensional triangular Nédélec first species finite
elements. Several properties of the discrete diagrams (1.5) and (1.6) are important
(see [Arn18, Chapter 5.2.2]):

• the approximation property: this property is ensured if the discrete spaces are
correctly approximating the continuous spaces.

• The subcomplex property: this property is a compatibility property between the
discrete complex (1.5) and (1.6), which should be a subcomplex respectively
of the continuous complexes (1.4) and (1.2), this means for example for the
diagram (1.5), ∇⊥(Pk+1) ⊂ RTRTRTk+1 and ∇ · (RTRTRTk+1) ⊂ dPk are ensured.

• The bounded cochain projection property: this property means the existence
of projection operators, e.g. between the continuous and discrete spaces
of (1.5), that commutes with the exterior derivative, and that is bounded.
This property is usually not easy to address, as the canonical interpolant are
not bounded, see [AFW06, Section 5.4] for an example of construction of a
bounded cochain projection in the conformal case.

The second and third properties, combined with an additional approximation prop-
erty, induce another property, the isomorphism of cohomology [Arn18, Theorem 5.1].
Another property, the gap between harmonic forms [Arn18, Theorem 5.2] controls
the gap between the continuous and discrete harmonic forms. All these properties
depend on the definition of the bounded cochain projection, which is not yet defined
for the spaces we wish to address, and this is why we focus on a simplified case, the
periodic case, for which the cohomology spaces are explicit, and match respectively
for their proxies with constant scalar, constant vectors, and constant scalars. In this
article, we would like to address the following proposition

Proposition 1.1. — The discrete cohomology space matches exactly with the
continuous one.

Which is expected to hold for periodic meshes.
The finite element exterior calculus has been thoroughly addressed over the last

thirty years, first in the electromagnetism context [Bos88, Bos98, Hip01, Hip02],
and then extended to the slightly more abstract Hodge Laplacian problem [AFW06,
AFW10], and led to a quite complete theory for conforming finite elements on classical
cells (quads, triangles, hexa and tetrahedra) [Arn18]. This type of approximation
was extended to polytopal meshes see e.g. [BE14, BE15, Bon14, MBE22] for the
“Compatible Discrete Operators” framework or [DPD20] for the “Hybrid High Order”
method for citing few of these methods. For the classical discontinuous Galerkin
methods, as far as we know, few work was considered see however e.g. [HLX22] for
recent advances on this topic for the Hodge Laplacian.

In this article, we are interested in finding a discrete counterpart of (1.2) and (1.4)
when Ω is meshed with a triangular mesh or with a Cartesian mesh, and with a partic-
ular constraint: we want the space of vectors B to be discretised with discontinuous
finite elements. This constraint is in fact motivated by recent results [Gui09, JP24a],
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Discrete de Rham complex with discontinuous space for vectors 421

which suggests that not only the classical discontinuous approximation space on
triangles has a structure that allows the preservation of curl constraints for hyper-
bolic systems, but also that a similar structure exists on quadrangular meshes, see
e.g. [JP24b] for the low order quadrangular case. Note that currently, the problem
of finding curl or divergence preserving schemes is usually addressed with stag-
gered schemes [Bal01, Bal04, BS99, TD17] (based on the discrete de Rham complex
of [Arn18]), which makes the task of limiting for shocks while remaining conservative
difficult, because the degrees of freedom are spread on all the entities of the mesh,
and also because the notion of local conservation is hard to define.

This article is focused on addressing Proposition 1.1 for these discontinuous
approximation spaces, but without addressing bounded cochain projection prop-
erty, which are complicated to address in the nonconformal case, and out of the
scope of this paper. As the approximation is nonconforming, the classical differential
operators cannot be considered, and discrete differential operators shall be defined.
For the sake of simplicity, we will consider differential operators matching with the
derivation in the sense of distributions, leading to approximation spaces that are
Cartesian products of approximation spaces on different entities of the mesh, similar
to the Hybrid High Order framework [DPD20]. The complexes considered are similar
to the ones of [Lic17], but include a lower number of degrees of freedom.

The article is organised as follows. In Section 2, the notations for the mesh and
the finite element space and the discrete differential operators are given. Some
enumeration properties of the mesh are also proven in this section. Then in Section 3,
we recall the results of [Lic17] for a choice of vector finite elements inspired by the
conformal case (1.5), (1.6). Then, in Section 4, we prove that if Ω is meshed with
triangles and if B is approximated by the usual discontinuous finite element space,
then it can be put in a discrete diagram similar to (1.2) and (1.4) where the space
A is approximated by the continuous finite element space. The Proposition 1.1 is
proven for this discrete diagram. Then in Section 5, the same problem is addressed
for Cartesian meshes. We first prove that Proposition 1.1 fails for k = 0 with the
classical piecewise constant finite element vector space. Inspired by the diagram
that holds on triangles, we prove that by enriching the classical discontinuous finite
element space, Proposition 1.1 can be recovered. Section 6 is the conclusion.

2. Notations

2.1. Mesh notations

We denote by P the set of points of the mesh, by C the set of cells of the mesh,
and by F the set of the faces of the mesh. For a given entity, for example a cell c,
we denote by F(c) the set of faces neighbouring the cell c, and by C(f) the set of
cells neighbouring the face f .

Each face joining points P and Q is supposed to be oriented, and we denote by
nf the unit normal to the face f ∈ F that is positive, namely such that the angle
between the vectors nf and −→

PQ is positive. Then the neighbouring cell of this face
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such that the normal nf is inward is the right cell, and the other is the left cell. If u
is a vector that is discontinuous through the face f , then its jump [[·]] is defined as

[[u · nf ]] = uR · nf − uL · nf ,

where uL is the value on the left and uR is the value on the right.

Proposition 2.1 (Triangular mesh of a torus). — For a triangular mesh, if N
denotes the number of cells, then 

#C =N
#F = 3N

2
#P = N

2 .

Proof. — We remark that the following sum∑
f ∈ F

∑
c ∈ C(f)

1,

can be computed in two manners: on one hand, we have two cells per face, so this
sum is equal to 2#F . On the other hand, when doing this sum, each cell is visited 3
times (because each cell has three faces), and so the sum is equal to 3N . This gives
#F = 3N

2 .
The Euler formula states that

#P − #F + #C = 2(1 − g),
where g is the genus of the surface. As we are dealing with a two-dimensional domain,
with periodic boundary conditions, this is a torus in three dimensions, so that g = 1.
This leads to

#P = #F − #C = 3N
2 −N = N

2 . □

Proposition 2.2 (Cartesian mesh of a torus). — For a Cartesian mesh with
periodicity, if N denotes the number of cells, then

#C =N
#F = 2N
#P =N.

Proof. — We remark that the following sum∑
f ∈ F

∑
c ∈ C(f)

1,

can be computed in two manners: on one hand, we have two cells per face, so this
sum is equal to 2#F . On the other hand, when doing this sum, each cell is visited 4
times (because each cell has four faces), and so the sum is equal to 4N . This means
that

#F = 2N.
We are now interested in the following sum∑

p ∈ P

∑
c ∈ C(p)

1,
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which is both equal to four times the number of points, but also four times the
number of cells. This means that #P = N . □

2.2. Finite element space notations

In this article, we will consider continuous and discontinuous finite element spaces
on faces and cells. We adopt notations close of the ones proposed in [AL14]. We will
denote by Pk the continuous finite element space on triangles. If the finite element
space is discontinuous, we will denote it by dPk. We will also consider vectorial finite
element space, dPdPdPk. Last, when needed, we will have to consider finite element spaces
on entities of the mesh that are not the cells. In this case, we will then denote by a
parenthesis indicating on which entity of the mesh the finite element space is defined.
For example, dPk(C) is the discontinuous finite element space of degree k defined
on the cells, whereas dPk(F) is the discontinuous finite element space of degree k
defined on the faces.

The continuous and discontinuous finite element spaces are equipped with the
classical L2 scalar product and its induced norm. In this article, we will also need to
deal with Cartesian products of finite element spaces of type dPi(C) × dPj(F), on
which we will use the following scalar product

(2.1) ⟨p|q⟩[dPi(C)×dPj(F)] =
∑
c ∈ C

∫
c
pcqc +

∑
f ∈ F

∫
f
pfqf .

We define the same type of notations by replacing P by Q for the case of Cartesian
meshes.

On Cartesian meshes, we will use enriched versions of dQdQdQk. For this, we define

Qi,j =
{
p ∈ R[x, y] d◦

xp ⩽ i and d◦
yp ⩽ j

}
,

where d◦
x (resp. d◦

y) is the degree in x (resp. y), and can define the following cellwise
continuous vectorial finite element space on quads

(2.2) d̂QdQdQ
div
k (C) =

(
dQk,k + dQk+1,k−1
dQk,k + dQk−1,k+1

)
⊕ Vec

(
−xk+1yk

xkyk+1

)
that will be suited for the curl/div diagram (1.4), and the following vectorial finite
element space

(2.3) d̂QdQdQ
curl
k (C) =

(
dQk,k + dQk−1,k+1
dQk,k + dQk+1,k−1

)
⊕ Vec

(
xkyk+1

xk+1yk

)
that will be suited for the grad/curl diagram (1.2), and which is nothing but a π/2
rotation of d̂QdQdQ

div
k (C). Note that the space (2.2) is the discontinuous version of the

space Sr defined in [ABF05, p. 2432] for ensuring optimal approximation of vectors
on general quadrangular meshes. It is clear that the cellwise divergence of d̂QdQdQ

div
k (C)

or the cellwise curl of d̂QdQdQ
curl
k (C) map to the following finite element space

d̂Qk−1(C) := dQk−1(C) + dQk,k−1(C) + dQk−1,k(C).
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Last, we will denote by K the space of constant elements of the discretisation of the
space A, KKK the space of constant vectors of the discretisation of the space B and k

the space of constant elements of dPk(F).

3. Finite element spaces inspired by the conformal case

In the conformal case, it is known that the Proposition 1.1 is ensured for the
following complexes

(3.1)


Pk+1

∇⊥

−−−−−−−→ RTRTRT△
k+1(C)

∇·
−−−−−−−→ dPk(C)

Qk+1
∇⊥

−−−−−−−→ RTRTRT□
k+1(C)

∇·
−−−−−−−→ dQk(C)

,

on both the triangular and quadrangular case. The trace of the Raviart–Thomas finite
element spaces RTRTRT□

k+1 and RTRTRT△
k+1 are known to be of degree k in both the triangular

and quadrangular case. Therefore, by relaxing the normal continuity constraint, the
following complexes may be considered

(3.2)


Pk+1

∇⊥

−−−−−−−→ dRTdRTdRT△
k+1(C)

∇D ′·
−−−−−−−→ dPk(C) × dPk(F)

Qk+1
∇⊥

−−−−−−−→ dRTdRTdRT□
k+1(C)

∇D ′ ·
−−−−−−−→ dQk(C) × dPk(F).

The discrete maps are defined as follows:
• ∇⊥ is the classical ∇⊥ operator:

∀ c ∈ C ∀ p ∈ Pk+1 ∇⊥(p)|c = ∇⊥(p|c).
• ∇D ′· is the divergence where the derivation is taken in the sense of distribu-

tions:

∀ u ∈ dPdPdPk

 ∀ c ∈ C ∇D ′ ·(u)|c = ∇ · (u|c)
∀ f ∈ F ∇D ′·(u)|f = [[u · nf ]] .

We first compute the dimension of each of the finite element spaces of (3.2)

Proposition 3.1 (Dimension of the finite element spaces). — If the mesh is
triangular and periodic, then

dimPk+1 = N(k + 1)2

2
dimdRTdRTdRT△

k+1(C) = N(k + 1)(k + 3)

dim (dPk(F) × dPk(C)) = N(k + 1)(k + 5)
2 .

whereas for a Cartesian periodic mesh,
dimQk+1 = N(k + 1)2

dimdRTdRTdRT□
k+1 = 2N(k + 2)(k + 1)

dim (dPk(F) × dQk(C)) = N(k + 1)(k + 3).
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Proof. — We first address the triangular case. A Pk+1 continuous finite element
space has

• 1 degree of freedom on each point.
• k degrees of freedom on each face.
• k(k−1)

2 degrees of freedom inside each cell.
Adding all these degrees of freedom leads to

dimPk+1 = 1 × #P + k#F + k(k − 1)
2 #C

= N

2 + k
3N
2 + k(k − 1)

2 N

= N

2 (1 + 3k + k(k − 1))

= N

2
(
k2 + 2k + 1

)
dimPk+1 = N(k + 1)2

2 .

Then the (k + 1)th order Raviart–Thomas simplicial finite element is known for
having (k+ 1)(k+ 3) degrees of freedom (see e.g. [EG20, Lemma 14.6 p. 137](1)). As
the space is discontinuous, this gives

dimdRTdRTdRT△
k+1 = N(k + 1)(k + 3).

It remains to compute the dimension of dPk(F) × dPk(C)

dim (dPk(F) × dPk(C)) = (k + 1)#F + (k + 1)(k + 2)
2 #C

= (k + 1) 3N
2 + (k + 1)(k + 2)

2 N

= N

2 (k + 1)(k + 5).

We are now interested in the dimension of the finite element spaces for the quad-
rangular mesh. We begin by computing the dimension of Qk+1. An element of Qk+1
has

• 1 degree of freedom at each point,
• k degrees of freedom at each face,
• k2 degrees of freedom inside each cell.

Summing all these degrees of freedom and using Proposition 2.2 gives
dimQk+1 = #P + k#F + k2#C = N + k(2N) + k2N = N(k + 1)2.

Then the (k + 1)th order Raviart–Thomas quadrangular finite element is known for
having 2(k + 1)(k + 2) degrees of freedom (see e.g. [EG20, Section 14.5.2 p. 142].
As the space is discontinuous, this gives

dimdRTdRTdRT□
k+1 = N(k + 1)(k + 3).

(1) Note that regarding the notations, what is denoted by RTRTRT△
k in [EG20] is denoted here RTRTRT△

k+1.
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It remains to compute the dimension of dPk(F) × dQk(C)
dim (dPk(F) × dQk(C)) = (k + 1)#F + (k + 1)2 #C

= (k + 1) 2N + (k + 1)2 N

= N(k + 1)(k + 3). □

Properties of the complex (3.2) was addressed in a more general framework
in [Lic17], and lead in dimension 2 to the following proposition

Proposition 3.2. — The discrete diagram (3.2) ensures the Proposition 1.1.
Moreover, for triangles: Pk+1/K = ker

(
∇⊥

)
(dPk(F) × dPk(C)) /k = Range (∇D ′ ·) ,

and for quadrangles Qk+1/K = ker
(
∇⊥

)
(dPk(F) × dQk(C)) /k = Range (∇D ′ ·) .

The location of the degrees of freedom for this discrete de Rham complex for
Cartesian meshes is summarised in Figure 3.1, and in Figure 3.3 for triangles.

By changing the representation of the linear forms, which is equivalent to rotating
of π/2 the vector spaces, the following proposition is also obtained:

Proposition 3.3. — The discrete diagram
Pk+1

∇
−−−−−−−→ dNdNdN△

k+1(C)
∇⊥

D ′ ·
−−−−−−−→ dPk(C) × dPk(F)

Qk+1
∇

−−−−−−−→ dNdNdN□
k+1(C)

∇⊥
D ′ ·

−−−−−−−→ dQk(C) × dPk(F).
where ∇⊥

D ′ · is ∇⊥· in the sense of distributions, ensures the Proposition 1.1. Moreover,
for triangles:  Pk+1/K = ker (∇)

(dPk(F) × dPk(C)) /k = Range
(
∇⊥

D ′ ·
)
,

and for quadrangles Qk+1/K = ker (∇)
(dPk(F) × dQk(C)) /k = Range

(
∇⊥

D ′·
)
.

The location of the degrees of freedom for this discrete de Rham complex for
Cartesian meshes is summarised in Figure 3.2 and in Figure 3.4 for triangles.

In this section, results of [Lic17] for discontinuous finite element spaces for vectors
have been recalled to ensure the Proposition 1.1. Still, as the spaces dRTdRTdRT and dNdNdN
are obtained by relaxing the normal continuity constraint of the classical conformal
finite element spaces RTRTRT and NNN, their number of degrees of freedom are not optimal.
In the following sections, we will try to develop vector finite element spaces with
a lower number of degrees of freedom for which the Proposition 1.1 holds also, by
beginning by the triangular meshes case.
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Qk+1
∇⊥

dRTdRTdRT□
k+1

∇D ′·
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Figure 3.1. Representation of the degrees of freedom of the finite element spaces
involved in the curl/div de Rham complex for Cartesian meshes for k = 0, 1, 2
and 3. Points denote scalar degrees of freedom, whereas arrows denote vectorial
degrees of freedom. Both scalar and vectorial volume degrees of freedom are
represented in blue, whereas the degrees of freedom in the face finite element
space are represented in red.
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Figure 3.2. Representation of the degrees of freedom of the finite element spaces
involved in the grad/curl de Rham complex for Cartesian meshes for k = 0, 1, 2
and 3. Same code for colors as in Figure 3.1 is used.
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∇⊥
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Figure 3.3. Representation of the finite element spaces involved in the curl/div
de-Rham complex for triangular meshes for k = 0, 1, 2 and 3. Same code for
colors as in Figure 3.1 is used.
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Figure 3.4. Representation of the finite element spaces involved in the grad/curl
de-Rham complex for triangular meshes for k = 0, 1, 2 and 3. Same code for as
in Figure 3.1 is used.
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4. The triangular mesh case

In this section, we are interested in the following diagram

(4.1) Pk+1
∇⊥

−−−−−−−→ dPdPdPk(C)
∇D ′·

−−−−−−−→ dPk(F) × dPk−1(C).

4.1. Dimension of the finite elements spaces

We first compute the dimension of each of the finite element spaces involved in (4.1),
induced by the number of faces, points and cells that was computed in Proposi-
tion 2.1.

Proposition 4.1 (Dimension of the finite element spaces). — If the mesh is
triangular and periodic, then

dimPk+1 = N(k + 1)2

2
dimdPdPdPk(C) = N(k + 1)(k + 2)

dim (dPk(F) × dPk−1(C)) = (k + 1)(k + 3)N
2 .

Proof. — The dimension of Pk+1 was already proven in Proposition 3.1. We are
now interested in the dimension of dPdPdPk(C). This space is a vector space, and so is
composed of two components, each of these components having (k+1)(k+2)

2 degrees of
freedom on each cell. This gives

dimdPdPdPk(C) = 2N × (k + 1)(k + 2)
2 = N(k + 1)(k + 2).

We are finally interested in the dimension of dPk(F) × dPk−1(C). This finite element
space includes k + 1 degrees of freedom on each face, and k(k+1)

2 degrees of freedom
on each cell. Adding all these degrees of freedom leads to

dim (dPk(F) × dPk−1(C)) = (k + 1)#F + k(k + 1)
2 #C

= (k + 1) 3N
2 + k(k + 1)

2 N

dim (dPk(F) × dPk−1(C)) = (k + 1)(k + 3)N
2 ,

which ends the proof of this proposition. □

4.2. Study of ∇⊥

We are now interested in the study of the ∇⊥ operator.
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Proposition 4.2 (∇⊥ in the triangular case). — We have
dim

(
ker ∇⊥

)
= 1

rank
(
∇⊥

)
= N(k + 1)2

2 − 1.

Proof. — Suppose that a ψ ∈ Pk+1 is such that ∇⊥ψ = 0. Then ∂xψ = ∂yψ = 0,
so that ψ is piecewise constant. But as ψ is continuous, it is actually uniform:

ker ∇⊥ = K.
This gives dim ker ∇⊥ = 1, as we are working on a domain with a single connected
component. Applying the rank-nullity theorem in the triangular case

dimPk = dim ker ∇⊥ + rank
(
∇⊥

)
,

leads to

rank
(
∇⊥

)
= dimPk − 1 = N(k + 1)2

2 − 1.

In the same manner, we get, in the quadrangular case:
rank

(
∇⊥

)
= N(k + 1)2 − 1. □

4.3. Discrete divergence free polynomials on the reference cell

We consider the following application
(4.2) C∂

k : ψ ∈ dPk+1(K̂) 7−→ Tr
(
∇⊥ψ

)
∈ dPk(∂K̂),

where K̂ is the reference triangle.

Proposition 4.3. — We denote by k the constant elements of dPk(∂K̂). Then

dPk(∂K̂) = Range C∂
k ⊕ k,

where the sum is orthogonal.

Proof. — We denote by c an element of k. We denote also by c the function equal
to c on K̂. We also denote by u an element of Range C∂. Then a ψ exists such that
u = C∂

k(ψ). Then ∫
∂K̂
uc =

∫
∂K̂

Tr
(
∇⊥ψ

)
c

=
∫

K̂
∇ ·

(
c∇⊥ψ

)
=
∫

K̂
c∇ ·

(
∇⊥ψ

)
+
∫

K̂
∇c · ∇⊥ψ∫

∂K̂
uc = 0,

because c is constant and ∇ · (∇⊥ψ) = 0. We thus have proven that the sum
Range C∂

k + k,
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is direct and orthogonal.
We are now interested in the study of the kernel of C∂

k . Suppose that an element ψ
is such that C∂

k(ψ) = 0. We consider the classical Lagrange basis of dPk+1(K̂). Then
ψ is such that its value on the boundary of K̂ is constant, and may take any value
on the degrees of freedom matching with the interior nodes. This means that

dim
(
ker C∂

k

)
= 1 + k(k − 1)

2 .

Using the rank-nullity theorem gives

rank
(
C∂

k

)
= dim dPk+1 −

(
1 + k(k − 1)

2

)

= (k + 2)(k + 3)
2 − 1 − k(k − 1)

2

= k2 + 5k + 6 − k2 + k − 2
2

= 6k + 4
2

rank
(
C∂

k

)
= 3k + 2.

We also know that dim dPk(∂K̂) = 3(k+1). We have then Range C∂
k ⊕k ⊂ dPk(∂K̂),

and dim(Range C∂
k ⊕ k) = dim dPk(∂K̂), so that Range C∂

k ⊕ k = dPk(∂K̂), which
ends the proof. □

Proposition 4.4 (Decomposition of divergence free elements). — We denote by
L f,i the Legendre polynomial of degree i on the face f of K̂, normalised such that∫

∂K̂

(
L f,i

)2
= 1.

Suppose that u ∈ dPdPdPk(K̂) is divergence free. Then u can be uniquely decomposed
as

(4.3) u = v̄0
u + v̄1

u +
∑

f ∈ F(K̂)

k∑
i=1

v̄f,i
u ,

where
• v̄0

u is in the set
Φk = {u ∈ dPdPdPk ∇ · u = 0 Tr(u) = 0} .

• v̄1
u is constant.

• v̄f,i
u is orthogonal to Φk and such that
– ∇ · v̄f,i

u = 0.
– Tr(v̄f,i

u ) is orthogonal to all L g,j for {g, j} ≠ {f, i}.

Note that the sum over the integers i in the sum of v̄f,i
u in (4.3) begins at 1 and not 0

for excluding the ones that would have a constant trace. Note also that the set Φk is
the same as in the decomposition used in [BF91, Proposition 3.1] for the derivation
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of classical conformal divergence free finite elements of Raviart–Thomas [RT77a,
RT77b] or Brezzi–Douglas–Marini [BDM85] types (these are respectively referred as
RT and BDM in [AL14]).

Proof. — We first prove that v̄1
u, if it exists, is orthogonal to Φk. We denote by

uΦ an element of Φk. Then a ψΦ exists such that uΦ = ∇⊥ΨΦ. As uΦ ∈ Φk, ΨΦ is
constant on ∂K̂. Then ∫

K̂
v̄1

u · uΦ =
∫

K̂
v̄1

u · ∇⊥ΨΦ

=
∫

K̂

(
v̄1

u

)⊥
· ∇ΨΦ

=
∫

K̂
∇ ·

((
v̄1

u

)⊥
ΨΦ
)

=
∫

∂K̂
Tr
((

v̄1
u

)⊥
ΨΦ
)

∫
K̂

v̄1
u · uΦ = 0,

because both (v̄1
u)⊥ and ΨΦ are constant on ∂K̂. We have then proven that v̄1

u ⊥ Φk.
We can now prove the uniqueness of the decomposition. We suppose that

0 = v̄0
u + v̄1

u +
∑

f ∈ F(K̂)

k∑
i=1

v̄f,i
u ,

where the different components ensure the properties of the proposition. By definition,
v̄0

u is orthogonal to the v̄f,i
u , and we proved that it is also orthogonal to v̄1

u, so that
it vanishes. We take the trace of the remaining part, which gives

0 = Tr
(
v̄1

u

)
+

∑
f ∈ F(K̂)

k∑
i=1

Tr
(
v̄f,i

u

)
.

Taking the scalar product by any L g,j for j ⩾ 1 gives∫
∂K̂

Tr
(
v̄g,j

u

)
L g,j = 0.

As Tr(v̄g,j
u ) has a moment only on face g for degree j, it is actually zero. As it is

orthogonal to Φk, we get v̄g,j
u = 0 for all g, j. It remains then v̄1

u = 0, and so each
component is zero, which proves the uniqueness of the decomposition.

We now prove the existence. We consider one L f,i of dPk(∂K̂), for i ⩾ 1. L f,i

is orthogonal to k, and so using Proposition 4.3, L f,i is in Range C∂
k , so that a

ψf,i exists such that C∂
k(ψf,i) = L f,i. Denoting by P the orthogonal projection

on Φk, we define ef,i := ∇⊥(ψf,i) − P(∇⊥(ψf,i)). Then ef,i is orthogonal to Φk, is
divergence free, and is such that Tr(ef,i) = L f,i. We consider one divergence free
u ∈ dPdPdPk(K̂). We define

λf,i :=
∫

∂K̂
Tr(u)L f,i,
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and set v̄f,i
u = λf,ief,i. We also set v̄0

u = P(u), and

v̄1
u := u − v̄0

u −
∑

f ∈ F(K̂)

k∑
i=1

v̄f,i
u .

Then v̄0
u and the v̄f,i

u ensure all the properties required. It remains to prove that v̄1
u

is constant. We know that v̄1
u is divergence free, orthogonal to Φk, and that its trace

is constant on each face, because all the components in L f,i for i ⩾ 1 were removed.
We denote by ky the opposite of the trace on the side linking [0, 0] to [0, 1], and kx

the opposite of the trace on the side linking [0, 0] to [1, 0], and consider k = (kx,ky).
As ∇ · v̄1

u = 0, we have

0 =
∫

K̂
∇ · v̄1

u

=
∫

∂K̂
Tr
(
v̄1

u

)
=
∫ (1,0)

(0,0)
Tr
(
v̄1

u

)
+
∫ (1,1)

(1,0)
Tr
(
v̄1

u

)
+
∫ (0,0)

(1,1)
Tr
(
v̄1

u

)
= −kx − ky +

∫ (1,1)

(1,0)
Tr
(
v̄1

u

)
0 = − kx − ky +

√
2 Tr

(
v̄1

u

)
|[(1,0),(1,1)]

,

which means that the trace on the side linking [1, 0] to [1, 1] is equal to 1√
2 (kx + ky),

which is also equal to the trace of k. This means v̄1
u − k is divergence free, and that

Tr(v̄1
u − k) = 0, and so v̄1

u − k ∈ Φk.
As k is orthogonal to Φk, and so is v̄1

u, we conclude that v̄1
u − k is also orthogonal

to Φk. This gives v̄1
u − k = 0, and v̄1

u is therefore constant. □

It is important to note that the decomposition of Proposition 4.4 was proven on
the reference element. However, all the properties of the different spaces are invariant
by linear transformations. This means that the decomposition of Proposition 4.4
holds actually on any straight triangular cell of the mesh.

4.4. ker(∇D ′ ·) and Range(∇⊥)

Proposition 4.5. — If KKK denotes the set of uniform vectors, then

ker (∇D ′·) = Range
(
∇⊥

)
⊕KKK.

Proof. — We begin by proving that Range(∇⊥) ⊂ ker(∇D ′·). We consider an
element u of Range(∇⊥). Then a Ψ ∈ Pk+1 exists such that u = ∇⊥ψ. Then

∀ c ∈ C ∇ ·
(
∇⊥ψ

)
= 0.

Also, as ψ is continuous, the jump of ∇⊥ψ across faces vanishes. We have then
proven that Range(∇⊥) ⊂ ker(∇D ′ ·).
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We now prove that Range(∇⊥) ⊥ KKK. We denote by k = (kx,ky)T ∈ KKK, and by ψ
an element of Pk. Then

k · ∇⊥ψ =
(

kx

ky

)
·
(

−∂yψ
∂xψ

)
= −kx∂yψ + ky∂xψ =

(
ky

−kx

)
· ∇ψ.

We denote by k⊥ = (ky,−kx)T . Then as k⊥ is uniform, we have on all cells:

∇ ·
(
k⊥ψ

)
= k⊥ · ∇ψ.

Then ∑
c ∈ C

∫
c
k⊥ · ∇ψ =

∑
c ∈ C

∫
c
∇ ·

(
k⊥ψ

)
=
∑
c ∈ C

∫
∂c
ψk⊥ · nout

=
∑
c ∈ C

∑
f ∈ F(c)

∫
f
ψk⊥ · nout

= −
∑

f

∫
f

[[
ψk⊥ · nf

]]
∑
c ∈ C

∫
c
k⊥ · ∇ψ = 0,

because both k⊥ and ψ are continuous across the faces. We have then proven that
KKK ⊥ Range

(
∇⊥

)
.

We also remark that KKK ⊂ ker(∇D ′ ·), because ∇D ′ · is a derivation operator. For the
moment, we have proven that

Range
(
∇⊥

)
⊕KKK ⊂ ker ∇D ′·.

Suppose now that an element u ∈ dPdPdPk is such that its divergence is 0, namely ∀ c ∈ C ∇ · u = 0
∀ f ∈ F [[u · nf ]] = 0.

As ∇ · u = 0 on all the cells, u can be decomposed as in Proposition 4.4; this
decomposition involves three types of components:

• The ones of Φk, which have a trace equal to 0. This set is of dimension k(k−1)
2

on each cell.
• The constant component; this set is of dimension 2 on each cell.
• The components v̄f

i for 1 ⩽ i ⩽ k and for all faces. This set is of dimension 3k
on each cell.

Let us see now what is the effect of the constraint [[u · nf ]] = 0 on theses different
components. We first remark that the traces of the different components are orthog-
onal two at a time, which means that we can consider the effect of [[u · nf ]] = 0
component by component:

• The ones of Φk are not affected by the zero jump constraint, because their
trace is already equal to 0. This induces N k(k−1)

2 components in dPdPdPk.
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• The piecewise constant components, with the constraint [[u · nf ]] = 0 is a set
that was already identified in previous publications [AF89, DJOR16, JP22],
and this space is ∇⊥P1 ⊕KKK, which is of dimension 1 + N

2 .
• Concerning the components v̄f

i for 1 ⩽ i ⩽ k, the constraint [[u · nf ]] = 0 is
inducing k#F free constraints on a space of dimension 3kN . This induces a
space of dimension

3kN − k#F = 3kN − k
3N
2 = 3kN

2 .

Adding the dimension of theses different sets gives the dimension of ker ∇D ′ ·:

dim (ker ∇D ′ ·) = N
k(k − 1)

2 + 1 + N

2 + 3kN
2

= N

2
(
k2 − k + 1 + 3k

)
+ 1

= N(k + 1)2

2 + 1,

which is exactly equal to rank(∇⊥)+dimKKK. We have then proven that Range(∇⊥)⊕
KKK ⊂ ker ∇D ′ · and that the dimensions are equal, so that Range(∇⊥) ⊕KKK = ker ∇D ′·.

□

4.5. Study of ∇D ′·

The kernel of ∇D ′ · was already characterised in Proposition 4.5. We now charac-
terise its range.

Proposition 4.6 (Range of ∇D ′·). — We have

dPk−1 (C) × dPk (F) = Range (∇D ′·) ⊕ K,

where the sum is orthogonal for the scalar product defined in (2.1).

Proof. — Following Proposition 4.5 and Proposition 4.2 we have

dim (ker ∇D ′ ·) = rank
(
∇⊥

)
+ 2 = N(k + 1)2

2 − 1 + 2 = N(k + 1)2

2 + 1.

Using the rank nullity theorem gives

dim (dPdPdPk) = rank (∇D ′·) + dim (ker ∇D ′ ·) .
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Using Proposition 4.1 leads to
rank (∇D ′·) = dimdPdPdPk − dim (ker ∇D ′ ·)

= N(k + 1)(k + 2) −
(
N(k + 1)2

2 + 1
)

= N(k + 1)(2(k + 2) − (k + 1))
2 − 1

= N(k + 1)(2k + 4 − k − 1)
2 − 1

rank (∇D ′·) = N(k + 1)(k + 3)
2 − 1.

We prove now that K is orthogonal to Range(∇D ′·). We denote by k an element of
dPk−1(C) × dPk(F), which has the same value on all the cells and faces. We also
denote by k this value. We denote by u an element of dPk(C). Then

⟨∇D ′·u|k⟩[dPk−1(C)×dPk(F)] =
∑
c ∈ C

∫
c
k∇ · u +

∑
f ∈ F

∫
f
k [[u · nf ]]

=
∑
c ∈ C

∫
c
∇ · (ku) +

∑
f ∈ F

∫
f
k [[u · nf ]]

=
∑
c ∈ C

∫
∂c
ku · nout +

∑
f ∈ F

∫
f
k [[u · nf ]]

=
∑
c ∈ C

∑
f ∈ F(c)

∫
f
ku · nout +

∑
f ∈ F

∫
f
k [[u · nf ]]

=
∑

f ∈ F

∫
f

(kuL − kuR) · nf +
∑

f ∈ F

∫
f
k [[u · nf ]]

= −
∑

f ∈ F

∫
f
k [[u · nf ]] +

∑
f ∈ F

∫
f
k [[u · nf ]]

⟨∇D ′ ·u|k⟩[dPk−1(C)×dPk(F)] = 0.
We thus have proven that Range(∇D ′ ·) ⊥ K. As

rank (∇D ′·) = dim (dPk−1(C) × dPk(F)) − 1,
this actually means that

dPk−1(C) × dPk(F) = Range (∇D ′ ·) ⊕ K,
which ends the proof. □

4.6. Summary on the de Rham complex

Gathering all the results of this section, the following proposition was proven

Proposition 4.7. — The discrete diagram

Pk+1
∇⊥

−−−−−−−→ dPdPdPk(C)
∇D ′ ·

−−−−−−−→ dPk(F) × dPk−1(C),
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where ∇D ′· is the ∇· in the sense of distributions, ensures the Proposition 1.1.
Moreover  Pk+1/K = ker

(
∇⊥

)
(dPk(F) × dPk−1(C)) /k = Range (∇D ′·) .

By changing the representation of the linear forms, the following proposition is
also obtained:

Proposition 4.8. — The discrete diagram

Pk+1
∇

−−−−−−−→ dPdPdPk(C)
∇⊥

D ′·
−−−−−−−→ dPk(F) × dPk−1(C),

where ∇⊥
D ′ · is ∇⊥· in the sense of distributions, ensures the Proposition 1.1. Moreover Pk+1/K = ker (∇)

(dPk(F) × dPk−1(C)) /k = Range
(
∇⊥

D ′·
)
.

The location of the degrees of freedom for the two discrete de Rham complexes
found for triangles are summarised in Figure 4.1. Note that compared with the finite
element spaces dRTdRTdRT△

k+1 and dNdNdN△
k+1 discussed in Section 3, the space dPdPdPk represents

a significant improvement regarding the number of degrees of freedom, as
dimdRTdRTdRT△

k+1 − dPdPdPk = dNdNdN△
k+1 − dPdPdPk = k + 1.

Also, Raviart–Thomas and Nédélec finite element basis are known to be difficult
to generate on simplices, whereas the generation of a basis for dPdPdPk is straightfor-
ward. Therefore, using the basis dPdPdPk instead of dRTdRTdRTk+1 or dNdNdNk+1 for discontinuous
approximations seems to be very beneficial.

5. The case of Cartesian meshes

5.1. Why the Cartesian case is more complicated

Inspired by the dPdPdP0 triangular case, we consider the following discrete divergence
∇D ′· : dQdQdQ0 7−→ dP0(F)

u 7−→ a such that af := [[u · nf ]] .(5.1)

We directly see that dimdQdQdQ0 = 2#C = 2N and dim dP0(F) = #F = 2N . If Nx

is the number of cells in the x direction and Ny is the number of cells in the y
direction, then N = NxNy. Also, it is easy to see than ker ∇D ′ · is composed of
Nx +Ny components. This means that

rank ∇D ′· = 2N −Nx −Ny,

whereas we expect the ∇D ′ · to be of rank 2N − 1. Also, the kernel of the diver-
gence is much smaller than what is expected for correctly approximating continuous
divergence free vectors.

A second problem that we see is that when deriving an element of Qk, it does
not give an element of Qk−1. Therefore, the finite element space that should be put
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Pk+1
∇⊥

∇
dPdPdPk

∇D ′·
∇⊥

D ′·
dPk(F) × dPk−1(C)

• •

•

• • •

• •

•

• • • •
• • •
• •
•

• • • • •
• • • •
• • •
• •
•

•

• •

•
•

• •
•

• •

• •

•

•
• •

•

• •

•

• •

• • •

• •

•

•
• •

•

• •

•

• •

•

• •

Figure 4.1. Representation of the finite element spaces involved in the grad/curl
and curl/div de Rham complex for triangular meshes for k = 0, 1, 2 and 3. Same
code for colors are used as in Figure 3.1.
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before the discrete ∇⊥ operator is difficult to determine. If we put Q0, then the
derivative will be 0 and the range of the discrete ∇⊥ will be reduced to 0. If Q1 is
used, then the ∇⊥ will be in a space larger than Q0.

5.2. Finite element space definition

We need to define some finite element spaces for discretising the different spaces,
A, B and C that are involved in the de Rham diagram (1.4). Based on what was
done in the triangular case (4.1), we propose to start by the continuous finite element
space Qk+1 for the space A. For the space B, the initial plan is to take dQdQdQk, but
we need to enrich it with the curl of Qk+1. For simplifying, we relax the continuity
conditions on ∇⊥Qk+1, and add to dQdQdQk all the piecewise discontinuous polynomials
that have the same degree as the one of ∇⊥Qk+1. This leads to choose d̂QdQdQ

curl
k (C) for

discretizing the space B. Last, taking the divergence in the sense of distributions for
d̂QdQdQ

curl
k (C) naturally maps to dQk(F) × d̂Qk−1(C). This is why the following diagram

is considered

(5.2) Qk+1
∇⊥

−−−−−−−→ d̂QdQdQ
curl
k (C)

∇D ′·
−−−−−−−→ dQk(F) × d̂Qk−1(C).

5.3. Dimension of the finite element spaces

We first compute the dimension of each of the finite element spaces involved in (5.2),
induced by the number of faces, points and cells that was computed in Proposi-
tion 2.2.

Proposition 5.1 (Dimension of the finite element spaces). —
dimQk+1 = N(k + 1)2

dimd̂QdQdQ
curl
k (C) = N (2(k + 1)2 + 2k + 1)

dim
(
dQk(F) × d̂Qk−1(C)

)
= N (k2 + 4k + 2)

Proof. — The dimension of Qk+1 was already proven in Proposition 3.1. We are
now interested in d̂QdQdQ

curl
k (C). Let us recall that

d̂QdQdQ
curl
k (C) =

[
(dQk,k + dQk−1,k+1) × (dQk,k + dQk+1,k−1)

]
⊕ Vec

(
xkyk+1

xk+1yk

)
.

We first focus on the dimension of Qk,k + Qk−1,k+1. The elements of Qk−1,k+1 are
all in Qk,k, except for the case in which the degree in y is k + 1. A basis of these
polynomials that are in Qk−1,k+1 but not in Qk,k is therefore given by xiyk+1 for
0 ⩽ i ⩽ k − 1, so that

dim (Qk,k + Qk−1,k+1) = (k + 1)2 + k.

TOME 8 (2025)



442 V. PERRIER

The space Qk,k + Qk+1,k−1 has the same dimension, so that

dimd̂QdQdQ
curl
k (C) = N

(
dim (Qk,k + Qk−1,k+1) + dim (Qk,k + Qk+1,k−1) + 1

)
= N

(
2
(
(k + 1)2 + k

)
+ 1

)
dimd̂QdQdQ

curl
k (C) = N

(
2(k + 1)2 + 2k + 1

)
.

It remains to compute the dimension of dQk(F) × d̂Qk−1(C). We recall that

d̂Qk−1(C) = dQk−1(C) + dQk,k−1(C) + dQk−1,k(C).

This leads to

dim d̂Qk−1(C) = N
(
k2 + 2k

)
= Nk(k + 2).

We finally find

dim
(
dQk(F) × d̂Qk−1(C)

)
= dim (dQk(F)) + dim d̂Qk−1(C)
= #F(k + 1) +Nk(k + 2)
= 2N(k + 1) +Nk(k + 2)

dim
(
dQk(F) × d̂Qk−1(C)

)
= N

(
k2 + 4k + 2

)
. □

5.4. Study of ∇⊥
D ′

We are now interested in the study of the ∇⊥
D ′ operator.

Proposition 5.2 (∇⊥
D ′ in the quadrangular case). — We havedim

(
ker ∇⊥

D ′

)
= 1

rank
(
∇⊥

D ′

)
= N(k + 1)2 − 1.

The proof is exactly the same as Proposition 4.2.

5.5. Discrete divergence free polynomials on the reference cell

We consider the following application

(5.3) C∂
k : ψ ∈ dQk+1(K̂) 7−→ Tr

(
∇⊥ψ

)
∈ dPk(∂K̂)

Proposition 5.3. — We denote by k the constant elements of dPk(∂K̂). Then

dPk(∂K̂) = Range C∂
k ⊕ k,

where the sum is orthogonal.
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Proof. — The proof that the sum of Range C∂
k and k is direct and orthogonal

follows exactly the same lines as the proof for the triangular case of Proposition 4.3.
We are now interested in the study of the kernel of C∂

k . Suppose that an element
ψ is such that C∂

k(ψ) = 0. We consider the classical Lagrange basis of dQk+1(K̂).
Then ψ is such that its value on the boundary of K̂ is constant, and may take any
value on the degrees of freedom matching with the interior nodes. This means that

dim
(
ker C∂

k

)
= 1 + k2.

Using the rank-nullity theorem gives

rank
(
C∂

k

)
= dim dQk+1 −

(
1 + k2

)
= (k + 2)2 − 1 − k2

= k2 + 4k + 4 − 1 − k2

rank
(
C∂

k

)
= 4k + 3.

We also know that dim dPk(∂K̂) = 4(k+1). We have then Range C∂
k ⊕k ⊂ dPk(∂K̂),

and dim(Range C∂
k ⊕ k) = dim dPk(∂K̂), so that Range C∂

k ⊕ k = dPk(∂K̂), which
ends the proof. □

Proposition 5.4 (Decomposition of divergence free elements). — We denote by
L f,i the Legendre polynomial of degree i on the face f of K̂, normalised such that∫

∂K̂

(
L f,i

)2
= 1.

Suppose that u ∈ d̂QdQdQ
curl
k (K̂) is divergence free. Then u can be uniquely decomposed

as

u = v̄0
u + v̄1

u +
∑

f ∈ F(K̂)

k∑
i=1

v̄f,i
u ,

where
• v̄0

u is in the set

Φk =
{

u ∈ d̂QdQdQ
curl
k ∇ · u = 0 Tr(u) = 0

}
.

• v̄1
u is in Vec(( 1

0 ), ( 0
1 ), ( 1−2x

2y−1 )).
• v̄f,i

u is orthogonal to Φk and such that
– ∇ · v̄f,i

u = 0.
– Tr(v̄f,i

u ) is orthogonal to all L g,j for {g, j} ≠ {f, i}.

Proof. — We first prove that v̄1
u ⊥ Φk. We denote by uΦ an element of Φk. As in

the proof of Proposition 4.4, a ψΦ exists such that uΦ = ∇⊥ΨΦ, and the trace of ΨΦ
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is constant. Then∫
K̂

v̄1
u · uΦ =

∫
K̂

v̄1
u · ∇⊥ΨΦ

=
∫

K̂

(
v̄1

u

)⊥
· ∇ΨΦ

=
∫

K̂
∇ ·

((
v̄1

u

)⊥
ΨΦ
)

−
∫

K̂
∇ ·

((
v̄1

u

)⊥
)

ΨΦ

=
∫

∂K̂
Tr
((

v̄1
u

)⊥
ΨΦ
)

∫
K̂

v̄1
u · uΦ = Tr

(
ΨΦ
) ∫

∂K̂
Tr
((

v̄1
u

)⊥
)
,

because ∇ · ((v̄1
u)⊥) = 0, and because Tr(ΨΦ) is constant. Computing the integral

on ∂K̂ of all the components of (v̄1
u)⊥ (namely (1, 0)T , (0, 1)T and (1 − 2x, 2y− 1)T )

leads to ∫
K̂

v̄1
u · uΦ = 0.

We have then proven that v̄1
u ⊥ Φk. The proof of uniqueness follows exactly the

same lines as the proof of Proposition 4.4.
The strategy for the existence begins similarly but then differs. We consider one

L f,i of dPk(∂K̂), for i ⩾ 1. Then, as was done in the proof of Proposition 4.4,
a ψf,i exists such that C∂

k(ψf,i) = L f,i. Denoting by P the orthogonal projection
on Φk, we define ef,i := ∇⊥(ψf,i) − P(∇⊥(ψf,i)). Then ef,i is orthogonal to Φk, is
divergence free, and is such that Tr(ef,i) = L f,i. We consider now one divergence
free u ∈ d̂QdQdQ

curl
k (K̂). We define

λf,i :=
∫

∂K̂
Tr(u)L f,i,

and set v̄f,i
u = λf,ief,i. We also set v̄0

u = P(u), and

v̄1
u := u − v̄0

u −
∑

f ∈ F(K̂)

k∑
i=1

v̄f,i
u .

Then v̄0
u and the v̄f,i

u ensure all the properties required. It remains to prove that v̄1
u

is in the expected space. We know that v̄1
u is divergence free, orthogonal to Φk, and

that its trace is constant on each face, because all the components in L f,i for i ⩾ 1
were removed. We denote by b0,b1,b2 and b3 the values of the trace on the boundary
of v̄1

u (see Figure 5.1).
We then define

k := b1 − b3

2

(
1
0

)
+ b2 − b0

2

(
0
1

)
+ b0 + b2

2

(
1 − 2x
2y − 1

)
,

then Tr(k) = Tr(v̄1
u) (note that as ∇ · v̄1

u = 0, we have b0 + b1 + b2 + b3 = 0). Also,
k is divergence free and orthogonal to Φk. This means that v̄1

u − k is divergence
free and orthogonal to Φk. But as Tr(v̄1

u − k) = 0, v̄1
u − k is also in Φk, and so

v̄1
u − k = 0, which proves that v̄1

u is in Vec(( 1
0 ), ( 0

1 ), ( 1−2x
2y−1 )). This ends the proof of

Proposition 5.4. □
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0

−1

0

1

(
1
0

)

1

0

−1

0

(
0
1

)

1

−1

1

−1

(
1 − 2x
2y − 1

)

b2

b3

b0

b1

v̄1
u

Figure 5.1. Value of the trace for v̄1
u and the basis used for representing it.

It is important to note that the decomposition of Proposition 5.4 was proven on
the reference element, but holds also on all the cells of a Cartesian meshes, the basis
function ( 1−2x

2y−1 ) being replaced by (
2

Lx
(mx−x)

2
Ly

(y−my) ), where (mx,my) is the centre of the
cell and Lx and Ly are the size of the cell in the directions x, and y.

5.6. ker(∇D ′ ·) and Range(∇⊥)

Proposition 5.5. — We denote by KKK the set of uniform vectors. Then

ker (∇D ′·) = Range
(
∇⊥

)
⊕KKK.

Proof. — The proof of Range(∇⊥) and KKK being orthogonal and the two being
subvectorial spaces of ker(∇D ′ ·) is exactly the same as in the proof of Proposition 4.5.

Concerning the dimension of this space, we proceed as in the proof of Proposi-
tion 4.5, but need to rewrite it because the dimensions are different. Suppose now
that an element u ∈ d̂QdQdQ

curl
k is such that its divergence ∇D ′ · is 0, namely ∀ c ∈ C ∇ · u = 0

∀ f ∈ F [[u · nf ]] = 0.

As ∇ · u = 0 on all the cells, u can be decomposed as in Proposition 5.4; this
decomposition involves three types of components:

• The ones of Φk, which have a trace equal to 0. This set is of dimension k2 + 1
on each cell.

• One component in the dimension 3 vectorial space.

K̂KK = Vec

( 1
0

)
,

(
0
1

)
,

 2
Lx

i,j

(
mx

i,j − x
)

2
Ly

i,j

(
y −my

i,j

)

 .

• The components v̄f
i for 1 ⩽ i ⩽ k and for all faces. This set is of dimension 4k

on each cell.

TOME 8 (2025)



446 V. PERRIER

Let us see now what is the effect of the constraint [[u · nf ]] = 0 on theses different
components. We first remark that the traces of the different components are orthog-
onal two at a time, which means that we can consider the effect of [[u · nf ]] = 0
component by component:

• The ones of Φk are not affected by the zero jump constraint, because their
trace is already equal to 0. This induces N k2 components in d̂QdQdQ

curl
k .

• The components of K̂KK, with the constraint [[u · nf ]] = 0 is a set that is identified
in Proposition A.1, proven in Appendix A: it is of dimension N + 1.

• Concerning the components v̄f
i for 1 ⩽ i ⩽ k, the constraint [[u · nf ]] = 0 is

inducing k#F free constraints on a space of dimension 4kN . This induces a
space of dimension

4kN − k#F = 4kN − k2N = 2kN.
Adding the dimension of theses different sets gives the dimension of ker ∇D ′ ·:

dim (ker ∇D ′ ·) = Nk2 +N + 1 + 2kN

= N
(
k2 + 2k + 1

)
+ 1

= N (k + 1)2 + 1,

which is exactly equal to rank(∇⊥) + dimKKK. We have then proven that ∇⊥ ⊕KKK ⊂
ker ∇D ′· and that the dimensions are equal, so that Range(∇⊥) ⊕KKK = ker ∇D ′ ·. □

5.7. Study of ∇D ′·

The kernel of ∇D ′ · was already characterised in Proposition 5.5. We now charac-
terise its range.

Proposition 5.6 (Range of ∇D ′·). — We have
d̂Qk−1(C) × dQk (F) = Range (∇D ′·) ⊕ K,

where the sum is orthogonal for the scalar product defined in (2.1).
The proof is exactly the same as the proof of Proposition 4.6.

5.8. Summary on the de Rham complex

Gathering all the results of this section, the following proposition was proven
Proposition 5.7. — The discrete diagram

Pk+1
∇⊥

−−−−−−−→ d̂QdQdQ
curl
k (C)

∇D ′ ·
−−−−−−−→ dQk(F) × d̂Qk−1(C),

where ∇D ′ · is ∇· in the sense of distributions, ensures the Proposition 1.1. Moreover Qk+1/K = ker
(
∇⊥

D ′

)(
dQk(F) × d̂Qk−1(C)

)
/k = Range (∇D ′·) .
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By changing the representation of the linear forms, which is equivalent to rotating
of π/2 the vector spaces, the following proposition is also obtained:

Proposition 5.8. — The discrete diagram

Qk+1
∇

−−−−−−−→ d̂QdQdQ
div
k (C)

∇⊥
D ′ ·

−−−−−−−→ dQk(F) × d̂Qk−1(C),
where ∇⊥

D ′ · is ∇⊥· in the sense of distributions, ensures the Proposition 1.1. Moreover Qk+1/K = ker (∇)(
dQk(F) × d̂Qk−1(C)

)
/k = Range

(
∇⊥

D ′·
)
.

We now compare the number of degrees of freedom of the basis d̂QdQdQ
div
k and d̂QdQdQ

curl
k

with the quadrangular basis discussed in Section 3 on each cell:

dimd̂QdQdQ
div
k − dimdRTdRTdRT□

k+1 = dimd̂QdQdQ
curl
k − dimdNdNdN□

k+1

= 2(k + 2)(k + 1) −
(
2(k + 1)2 + 2k + 1

)
= 1.

Therefore the difference of number of degrees of freedom is negligible. Considering
that the vector basis d̂QdQdQ

div
k and d̂QdQdQ

curl
k do not have a Lagrange basis (this is why no

representation of these basis was proposed), it seems that using these new basis has
few benefits with respect to dRTdRTdRTk+1 and dNdNdNk+1.

6. Conclusion

In this article, two-dimensional discrete de Rham structures in which the vector
space is a discontinuous approximation space were discussed. We first recalled that
by relaxing the normal or tangential continuity properties of the classical conformal
space, a set of discontinuous approximation space can be designed as in [Lic17].
These discontinuous spaces, dNdNdN and dRTdRTdRT, are discontinuous versions of the Nédélec
NNN and Raviart–Thomas RTRTRT approximation spaces.

Then the de Rham structure of the natural discontinuous vectorial space dPdPdPk on
triangles, used for example for the discontinuous Galerkin method was investigated.
We proved that for straight triangular meshes, a discrete de Rham complex can be
built for which the Proposition 1.1 is ensured for any order of approximation.

Based on the finite element spaces and discrete ∇⊥/(∇D ′ ·) or ∇/(∇⊥
D ′·) that were

used for the triangular case, Proposition 1.1 was proven for discontinuous spaces
of vectors. However, the space of vectors is not the classical dQdQdQk approximation
space which is usually used in the discontinuous Galerkin method, but rather an
enriched version, d̂QdQdQ

curl
k and d̂QdQdQ

div
k , depending on the diagram considered. Note that

no diagram that would be based on the so-called serendipity elements was addressed,
but this could be a way to derive velocity approximation spaces that can be put in
a de Rham diagram with fewer degrees of freedom (still at the price of getting a
nonoptimal order of accuracy on general quads).
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It is important to note that only Proposition 1.1 was addressed in this article. The
bounded cochain projection property was not addressed, which is still far from the
framework that was developed in [Arn18] for conforming finite element approxima-
tion. Still, Proposition 1.1 is an algebraic property that we believe to be useful in
the context of the derivation of curl preserving numerical schemes for hyperbolic sys-
tems. Some curl-preserving schemes that were developed in the finite volume scheme
context [DJOR16, DOR10, JP22] rely on the existence of the following discrete de-
composition [AF89] (CR denotes the Crouzeix–Raviart finite element space [CR74]),
which reads on periodic triangular meshes as

(6.1) dPdPdP0/R2 = ∇⊥P1 ⊕ ∇CR,

and on the preservation of the solenoidal component, this property being strongly
linked with the correct low Mach number behaviour on triangular and tetrahedral
meshes [Gui09, JP24a]. The Proposition 1.1 discussed in this article directly induces
the following Hodge–Helmholtz decomposition [Arn18]:

(6.2) B/R2 = Range
(
∇⊥

)
⊕ Range (∇D ′ ·⋆) ,

where the ⋆ denotes the adjoint operator. For example, the diagram of Proposition 4.7
induces the following discrete Hodge–Helmholtz decomposition

(6.3) dPdPdPk(C)/R2 = Range
(
∇⊥Pk+1

)
⊕ Range

(
∇D ′·⋆ (dPk(F) × dPk−1(C))

)
,

which can be seen as the high order extension of (6.1). In a submitted article [Per24],
we explain how to preserve a curl or a divergence constraint of a hyperbolic system
of conservation law with the approximation spaces that were discussed in this article.

Appendix A. Proof for low order quads

Proposition A.1. — Suppose that a periodic Cartesian mesh is composed of N
cells, and that on each cell (of mid point (mx

i,j,m
y
i,j) and of length Lx

i,j and Ly
i,j), a

vector u is in

Vec

( 1
0

)
,

(
0
1

)
,

 2
Lx

i,j

(
mx

i,j − x
)

2
Ly

i,j

(
y −my

i,j

)

 ,

then the vectorial space such that

(A.1) ∀ f [[u · nf ]] = 0,

is of dimension N + 1.

Proof. — We denote by Nx (resp. Ny) the number of cells in the x (resp. y)
direction. For each cell i, j, we denote by αi,j, βi,j and γi,j the coefficients such that

u|ci,j
= αi,j

(
1
0

)
+ βi,j

(
0
1

)
+ γi,j

 2
Lx

i,j

(
mx

i,j − x
)

2
Ly

i,j

(
y −my

i,j

)
 .
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Then the constraint [[u · nf ]] = 0 is equivalent to the following equations

(A.2) ∀ j

∀ 0 ⩽ i ⩽ Nx − 2 αi+1,j − αi,j = − (γi+1,j + γi,j)
α0,j − αNx−1,j = − (γ0,j + γNx−1,j)

(A.3) ∀ i

∀ 0 ⩽ j ⩽ Ny − 2 βi,j+1 − βi,j = − (γi,j+1 + γi,j)
βi,0 − βi,Ny−1 = −

(
γi,0 + γi,Ny−1

)
We first consider equation (A.2). If this equation is seen for each j as a system in
α⋆,j, then this system is singular, with a kernel directed by (1, 1, . . . , 1), and the right
hand side is compatible with this kernel if and only if

(A.4) ∀ j
∑

i

γi,j = 0.

If this last constraint holds, then if one α⋆,j is known (for example α0,j), then the
αi,j are known for all i. This makes Ny parameters for recovering the αi,j once the
γi,j are known.

In the same manner, by considering (A.3), we can prove that if and only if

(A.5) ∀ i
∑

j

γi,j = 0,

the system in β has a Nx parameter family solution determined by the βi,0.
It remains to study the system on the γ coefficients defined by (A.4),(A.5). For

this system, we consider the coefficients γi,j for i > 0 and for j > 0 as parameters
(this makes N − (Nx +Ny − 1) = N −Nx −Ny + 1 parameters). Then the γ0,j for
j ⩾ 1 are determined by (A.4), and the γi,0 for i ⩾ 1 are determined by (A.5):

∀ j ⩾ 1 γ0,j = −
∑
i⩾ 1

γi,j

∀ i ⩾ 1 γi,0 = −
∑
j ⩾ 1

γi,j

(A.6)

It remains to determine γ0,0, which is a priori given by two equations

γ0,0 = −
∑
i⩾ 1

γi,0

γ0,0 = −
∑
j ⩾ 1

γ0,j

However, if (A.6) is considered, the two equations give the same value, namely

γ0,0 = −
∑
i⩾ 1

∑
j ⩾ 1

γi,j.

We therefore have been able to express all the γ0,j and all the γi,0 provided all the
γi,j for i ⩾ 1 and j ⩾ 1 are known.

Finally, a basis of the vectorial space determined by (A.1) was found. Its parameters
are

• the γi,j for i ⩾ 1 and j ⩾ 1. These are N −Nx −Ny + 1 parameters.
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• The α0,j for j ⩾ 0. These are Ny parameters.
• The βi,0 for i ⩾ 0. These are Nx parameters.

This makes a total of N + 1 parameters. □
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